
© Springer International Publishing Switzerland 2015 
S.A. Fricker and K. Schneider (Eds.): REFSQ 2015, LNCS 9013, pp. 17–32, 2015. 
DOI: 10.1007/978-3-319-16101-3_2 

Supporting the Validation of Adequacy  
in Requirements-Based Hazard Mitigations 

Bastian Tenbergen(), Thorsten Weyer, and Klaus Pohl 

paluno – The Ruhr Institute for Software Technology,  
University of Duisburg-Essen, Essen, Germany 

{bastian.tenbergen,thorsten.weyer,klaus.pohl}@paluno.uni-due.de 

Abstract. [Context and motivation] In practice, validating functional safety 
requirements is mainly done by means of reviews, which require large amounts 
of contextual information about hazards, such as safety goals or the operational 
conditions under which the hazard occurs. [Question/problem] This informa-
tion is often scattered across a plethora of artifacts produced particularly during 
requirements engineering and safety assessment. In consequence, there is a risk 
that not all relevant information is considered during reviews, leading to subjec-
tive and misjudged results. [Principal ideas/results] In order to improve the 
consideration of all relevant information necessary to validate functional safety 
requirements, we propose a diagrammatic representation integrating all relevant 
contextual information. [Contribution] We hypothesize that reviewers are 
more likely to base their judgment on the relevant contextual information about 
the hazard, which increases objectivity and confidence in review results. To 
support this hypothesis, we report preliminary results of an empirical study.  
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1 Introduction 

During the development of safety-critical embedded systems (hereinafter “systems”), 
particular emphasis must be placed on ensuring sufficient system safety, i.e. ensuring 
that during operation, the system’s functionality does not lead to harm for human 
users, external systems, or the environment [1]. During development, safety assess-
ment is concerned with providing objective assurance that all identified hazards are 
adequately mitigated, i.e. that any operational situation in which the system’s functio-
nality leads to harm is sufficiently improbable (cf. [2], [3], [4]). For this purpose, in 
early phases of safety assessment, initial requirements are subjected to hazard analys-
es (e.g., Functional Hazard Analysis, FHA [5]) to identify potential hazards and de-
fine possible safety goals (see [6], [7], [8]). Safety goals typically describe abstract 
conditions to be achieved [8], where the concrete implementation is left up to the 
developer [9]. Before such mitigations can be implemented into the system, it is ne-
cessary to refine safety goals into functional safety requirements, which document the 
conditions and capabilities to mitigate a hazard.  
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As Hatcliff et al. have recently illustrated in [10], “one of the biggest challenges in 
engineering certifiably safe software-dependent systems is to establish valid [func-
tional safety] requirements,” (see [10], p. 189). Valid in this sense means that the right 
capabilities and conditions (cf. [11]) have to be specified, which are adequate to miti-
gate the identified hazards. In accordance with [12], we prefer the term adequacy over 
correctness [13] in order to honor the non-binary nature of the suitability of require-
ments for this purpose. Inadequate safety requirements have severe repercussions for 
the system, as inadequacy may not only result in project delays and extraneous devel-
opment cost like in non-safety-critical systems [14], but in worst case can result in 
death [10]. Therefore, Hatcliff et al. argue that “requirements engineering should 
facilitate the validation needed for [the assurance of system safety]” (see [10], p. 190).  

From a requirements engineering perspective, however, therein lies a significant 
challenge. Validation is in practice often done through reviews, which require large 
amounts of contextual information about the hazard, i.e. safety goals from hazard 
analyses and the operational conditions under which the hazard is triggered. This 
contextual information is not only distributed among the requirements specification, 
but also across artifacts from safety assessment. Moreover, reviews often depend on 
the reviewers’ understanding of the problem domain [15], [16] and development 
process [17], [18] as well as the availability and presentation of information to be 
reviewed [19]. In particular, the widespread use of natural language in development 
artifacts is seen as detrimental to validation due to inherently poor traceability and the 
sheer amount of documents to review [19]. Consequently, there is a risk that crucial 
information to conduct such a review is overlooked, leading to subjectivity and low 
confidence in review results as well as misjudged adequacy of functional safety re-
quirements. Model-based representations have recently received attention to alleviate 
these risks by fostering artifact understandability, traceability, and communication 
about the contained information [20]. 

In this paper, we seek to support the consideration of the information relevant to 
review the adequacy of functional safety requirements. We propose a diagrammatic 
representation which integrates functional safety requirements, hazards, safety goals, 
and trigger conditions. We hypothesize that by using this integrated representation, 
more information relevant to the hazard is used during review. In the following, we 
introduce a running example in Section 2 and fundamental concepts in Section 3. The 
integrated representation is discussed in Section 4. In Section 5, we present results of 
a pilot study to support our hypothesis. Section 6 briefly reviews the related work and 
Section 7 summarizes this paper and gives an outlook on future work. 

2 Running Example 

We illustrate our modeling approach by means of a simplified Traffic Collision 
Avoidance System (TCAS) from the avionics industry. The main functionality of a 
TCAS is to survey the airspace surrounding the own aircraft, to warn the pilots of 
other aircraft in the vicinity, and to suggest collision threat resolutions. The activity 
diagram in Fig. 1 shows the functional requirements of the TCAS described in [21]. 
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Fig. 1. Functional Requirements of the Traffic Collision Avoidance System 

The TCAS consists of five basic functions: Target Surveillance, Comparison with 
Own Aircraft (A/C) trajectory, Compute Closest Point of Approximation (CPA), 
Compute Resolution Advisory (RA), and Issue Traffic Advisory (TA). The TCAS may 
request the own aircraft’s transponder to issue a Mode-S-Interrogation, i.e. a signal 
which requests nearby traffic (such as passenger, cargo, or military aircraft), to reply 
with uniquely identifying information, course, and altitude (Mode-S-squitter). Traffic 
that is not equipped with Mode-S capability (e.g., some sport planes), will be sur-
veyed using Mode-C-Only All Call, which is akin to a regular radar sweep and allows 
Target Surveillance to infer course and altitude from repeated Mode-C-reply. Once 
traffic is detected, the TCAS compares the trajectory of the possible intruder with the 
own aircraft’s flight path and determines the intruder’s altitude (alt), range, directions 
to the intruder (intruder vector), and the time to intercept (tau). This information is 
relayed to the function Issue Traffic Advisory (TA), which displays the information on 
a cockpit display, and the function Compute Closest Point of Approach (CPA). If this 
function determines that the intruder is a threat to be avoided, the resolution advisory 
(RA) is computed and audio-visually relayed to the pilots. While the TA merely in-
forms the pilots of nearby traffic, the RA advises pilots to climb or descend at once in 
order to increase separation between the own aircraft and the intruder and prevent a 
collision. For more details on the functionality of an airworthy TCAS, see [21]. 

3 Fundamentals 

The academic disciplines of requirements engineering and safety engineering1 are 
closely related, yet, a consistent terminology between the two has not yet emerged. 
Therefore, in the following, the basic terms and definitions underlying our approach 
are introduced.  
 

                                                           
1  In the following, we use the term safety engineering for the academic discipline, while we 

use the term safety assessment for the activities carried out during development. 
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One term that is of particular importance, but differs across standards and authors 
in the field of safety engineering is the term “hazard”. In early phases of development, 
hazards are identified based on functional requirements using key words indicating 
erroneous behavior (e.g., “fails to operate”, “operates inadvertently”, “produces 
wrong output”, see [5]). In this paper, we adopt the following definition based on [3]: 

Definition 1: Hazard. A hazard is a set of system states during operation that – to-
gether with triggering conditions in the operational context of the system – could lead 
or contribute to an accident. 

Safety assessment is not only concerned with identifying hazards, but also with en-
suring that these hazards are properly mitigated. This means that abstract safety goals 
conceived during early phase FHA (see Section 1) must be refined into concrete 
measures to mitigate a hazard. For the purpose of this paper, we will use the more 
general term “mitigation” and adopt the following definition based on [3]: 

Definition 2: Mitigation. A mitigation consists of a set of functional safety require-
ments that refine safety goals into concrete implementable measures to avoid a ha-
zard or reduce its harmful effects. 

The term “functional safety requirement” is used in two distinct, but related ways: 
In some cases, a requirement is often considered safety-critical when it gives rise to a 
hazard (see, e.g., [2]). In contrast, especially requirements engineering literature often 
considers safety requirements a type of quality requirement (e.g., [22], [23]), which is 
in place to achieve a certain level of safety. However, safety can only be achieved 
when concrete functional safety requirements in the sense of [2] are in place, i.e. con-
crete conditions and capabilities that, when implemented entirely and without error, 
mitigate the hazard. To honor this dual role of requirements with regard to safety and 
to emphasize the functional nature of requirements documenting hazard mitigations, 
we hence adopt the following definitions inspired by [2]: 

Definition 3: Hazard-Inducing Requirement. A hazard-inducing requirement is a 
functional safety requirement in the sense of [2], which given triggering conditions in 
the operational context of the system, cause a hazard. 

Definition 4: Hazard-Mitigating Requirement. A hazard-mitigating requirement is a 
functional safety requirement in the sense of [2], which, possibly together with other 
hazard-mitigating requirements, is part of a mitigation, and thus – when implemented 
entirely and without error – avoid a hazard or reduce its harmful effects 2 

The relationship between these terms and concepts is visualized in Fig. 2 by means 
of the running example from Section 2. As can be seen, the functional requirements of 
the TCAS from Fig. 1 were subjected to hazard analyses. One hazard that was identi-
fied is that the resolution advisory incorporates a descent in low altitude, causing  
the plane to crash into the ground, potentially resulting in casualties. In this case, 

                                                           
2  It is to note that hazard-mitigating requirements may themselves cause hazards. Therefore, 

safety standards (e.g., [6], [7]) demand iterative hazard identification and hazard mitigation.  
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“Compute Resolution Advisory” from Fig. 1 is a hazard-inducing requirement for the 
hazard “RA descend into terrain, causing crash”. A possible mitigation for this would 
be to add requirements to achieve the safety goal “Monitor own altitude when compu-
ting RA”. Following the changes indicated in the mitigation, a hazard-mitigating 
requirement was added which incorporates the barometric altitude (i.e. the altitude 
measured via air pressure differences): “The TCAS shall not issue DESCEND resolu-
tion advisories when barometric altitude is less than 6,000ft”.  

 

Fig. 2. The Relationship between relevant concepts illustrated through the TCAS Example 

4 Supporting Validation through Hazard Relation Diagrams 

In Section 4.1, we illustrate necessary development steps before validation of hazard-
mitigating requirements can take place. We discuss the concepts needed to conduct 
validation in Section 4.2 before we introduce the ontology of an integrated representa-
tion called Hazard Relation Diagrams in Section 4.3. In Section 4.4 we present a visu-
al notation for Hazard Relation Diagrams by means of the TCAS example. 

4.1 Development Steps Prior to Modeling Hazard Relation Diagrams 

In order to be able to create Hazard Relation Diagrams which support the validation 
of hazard-mitigating requirements, development must have progressed sufficiently 
far. Specifically, in accordance with safety standards (e.g., [6], [7]), the following 
development steps must have occurred: 

Step 1: Functional Requirements Have Been Elicited and Documented by Means 
of Activity Diagrams. The basis of any development process is eliciting a set of sys-
tem functions and documenting them by means of functional requirements. Model-
based requirements documentation has been seen in the past as a promising avenue to 
manage complexity not just for safety-critical systems [20]. The advantage of activity 
diagrams like the one shown in Fig. 1 is that, in embedded systems development, they 
are particularly suitable to document the functional requirements [24] which are the 
basis for functional hazard analyses in the next step [5]. 
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Step 2: Hazard Analyses Have Been Conducted. As outlined in Section 1, during 
early stages of safety assessment, the functional requirements from Step 1 are sub-
jected to hazard analyses [3], [6], [7]. During hazard analyses, a set of hazards will be 
identified and documented in FHA result tables (see [5]). In particular, for each ha-
zard, its hazard-inducing requirements, trigger conditions, and safety goals are docu-
mented. Table 1 shows an excerpt from a FHA of the function Compute Resolution 
Advisory (RA) from Fig. 1. The example hazard from Fig. 2 is shown as hazard H1. 

Table 1. FHA of the Function Compute Resolution Advisory (RA) from Fig. 1 based on [5] 

Req. 
Hazard 

Effect Trigger  
Condition 

Safety Goal 

ID Description ID Description 

Compute 
Resolution 
Advisory 
(RA) 

H1 
Descend into 
terrain 

Impact with 
terrain, causing 
crash 

Low altitude 
above ground 

SG1 
Monitor own current 
altitude while compu-
ting RA 

H2 
Climb or 
descend into 
traffic trajectory 

Fail to avoid 
intruder, causing 
collision 

Intruder initiates 
climb or descend

SG2 
Monitor intruder’s 
climb or descend rate 
when computing RA 

H3 No RA issued 
Failed to com-
pute CPA 

SG3 
Announce loss of RA 
to crew 

Step 3: For Each Hazard, Mitigations Are Defined and Documented. In this step, 
hazard-mitigating requirements are defined and documented which refine the safety 
goals from Step 2 into concrete mitigations (see, e.g., [6], [7]). This is done by mod-
ifying the existing hazard-inducing requirements. For example, the functional  
requirements from Fig. 1 can be modified by substituting the function Compute Reso-
lution Advisory (RA) by a function Compute Necessary Climb Rate to Achieve Sepa-
ration Altitude. Furthermore, a function Compare with Own Altitude could be added, 
which takes into account the current barometric altitude of the own aircraft and com-
pares this information with the computed climb rate. The functional requirements can 
be modified further such that, if the altitude is less than the 6,000ft, the function 
Compute Necessary Climb Rate to Achieve Separation Altitude is run again with the 
constraint that the climb rate may not be negative, thereby preventing a descent. If the 
own current altitude is sufficient to allow descending or if the climb rate is positive, 
an RA can be issued. 

4.2 Modeling Concepts for Validation of Hazard-Mitigating Requirements 

As outlined above, the mitigations from Step 3 and the hazard-mitigating require-
ments subsumed therein must be adequate to ensure that the hazards from Step 2 no 
longer occur during operation. Validation in this sense does not only depend on the 
knowledge and experience of the reviewers (see, e.g., [16], [17]), but requires specific 
contextual information about the hazard against which the adequacy of hazard-
mitigating requirements must be checked [11]: 

• Hazard. In order to assess if hazard-mitigating requirements adequately prevent 
the hazard from occurring during operation (assuming the requirements have been 
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implemented entirely and without error), it is necessary to have knowledge about 
what specific hazardous behavior may not occur [10]. Hence, the hazards identified 
during FHA must be taken into account. 

• Trigger Condition. A hazard occurs when certain disadvantageous trigger condi-
tions arise during operation [1]. These trigger conditions must be avoided or must 
be sufficiently unlikely in order for the hazard to be adequately mitigated and must 
hence also be taken into account. 

• Safety Goal. Safety goals not only build the basis for safety arguments, they also 
specify abstract conditions, which must be achieved to mitigate a hazard [8]. Safety 
goals hence build the basis for mitigation and must be adequately fulfilled.  

• Mitigation. Mitigations consist of a number of hazard-mitigating requirements, 
which refine one or more safety goals into concrete, implementable measures to 
avoid the hazard or reduce its harmful effects (see Definition 2). These must be 
made explicit in order for reviewers to be able to assess their adequacy. 

4.3 Ontology for Hazard Relation Diagrams 

In order to foster the validation of hazard-mitigating requirements, we propose inte-
grating the concepts necessary for validation into one diagrammatic representation 
called Hazard Relation Diagrams. Hazard Relation Diagrams are an extension of 
UML/SysML activity diagrams, as shown in the ontology in Fig. 3.  

 

Fig. 3. Ontology for Hazard Relation Diagrams 

The modeling constructs from Fig. 3 displayed in dark grey show the excerpt of the 
UML meta-model for activity diagrams presented in [25]. In order to document the 
contextual information about hazards, we have extended this excerpt by the modeling 
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As can be seen, Hazard Relations are represented by a circle with a thick wall. 
Safety goals are represented as UML classes, stereotyped “<<Safety Goal>>” and 
containing its description. Trigger conditions are represented by dashed rounded rec-
tangle shapes, similar to UML states. The hazard-mitigating requirements pertaining 
to the concrete mitigation are surrounded by a dashed partition, which in turn is asso-
ciated with the Hazard Relation. The key idea of this representation is to focus on the 
dependencies between the contextual information necessary to validate hazard-
mitigating requirements. Specifically, Fig. 4 shows the Hazard Relation Diagram for 
hazard H1 shown in Table 1. In this Hazard Relation Diagram, the hazard-mitigating 
requirements from Step 3 in Section 4.1 have been added to the TCAS specification 
from Fig. 1. As can be seen, instead of simply computing a RA, the TCAS will com-
pute (positive or negative) climb rates based on the aircraft’s own barometric altitude, 
thereby fulfilling the safety goal. During review, however, it may turn out, that the 
hazard-mitigating requirements contained in the mitigation are inadequate: A review-
er may notice that especially above mountains, the barometric altitude, i.e. the altitude 
measured through air pressure, can differ dramatically from the aircraft’s altitude 
above ground. This means the trigger condition of the hazard is not avoided and may 
still cause the hazard during operation. 

It is to note that in this simple example, only one mitigation for one hazard has 
been considered. In practice, it could be the case that there are several hazards which 
are addressed by the same mitigation. Similarly, multiple candidate mitigations could 
exist that present alternatives to address the same hazard (possibly with varying de-
grees of adequacy). The purpose of Hazard Relation Diagrams is to direct the atten-
tion of a reviewer on the adequacy of one mitigation with respect to one hazard. 
Therefore, it is necessary to review each candidate mitigation individually with re-
spect to the corresponding hazard. In addition, it may often be the case that there are a 
number of hazard-mitigating requirements scattered across different activity diagrams 
(or, in case of large activity diagrams, in different positions within the same diagram). 
In this case, a Hazard Relation Diagram includes multiple mitigation partitions which 
surround any and all hazard-mitigating requirements that collectively make up the 
mitigation, thereby possibly aggregating several activity diagrams. 

5 Impact of Hazard Relation Diagrams on Reviews 

To investigate our hypothesis that by using Hazard Relation Diagrams, reviewers are 
more likely to base their adequacy judgment on contextual information about the 
hazard, we designed an empirical study, which is explained in Section 5.1. Section 5.2 
reports on preliminary findings from a pilot test aimed to validate the study design. 
Section 5.3 reports on threats to validity. 

5.1 Experiment Design 

We designed a one-way between-subjects experiment [26]. We specifically opted for 
a between-subjects design because a repeated measures design would have signifi-
cantly increased training overhead as participants needed instruction on a number of 
topics, i.e. safety engineering fundamentals, Hazard Relation Diagrams, and Func-
tional Hazard Analysis. We therefore divided participants into treatment and control 
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groups, where the treatment group was asked to perform a review of hazard-
mitigating requirements by means of Hazard Relation Diagrams. The control group 
was asked to perform the review based on activity diagrams and FHA result tables.  

Experimental Material. The experimental material consisted of a model-based re-
quirements specification like the one in Fig. 1. The example system was that of an 
automotive Adaptive Cruise Control (ACC). The specification consisted of one activi-
ty diagram comprising five hazard-inducing requirements, for which a FHA was con-
ducted (see Section 4.1). We specifically opted for a system from the automotive 
domain as in contrast to the TCAS example from Section 2, as participants are as-
sumed to be familiar with automotive systems and hence required less instruction. 
The FHA yielded a total of ten hazards. Five of these hazards were randomly selected 
and adequately mitigated. To do so, for each hazard, a variation of the activity dia-
gram was derived in which hazard-mitigating requirements have been documented 
that will avoid the hazard during operation. The remaining five hazards were inade-
quately mitigated. To do so, for each hazard, a variation of the activity diagram was 
derived in which hazard-mitigating requirements have been documented which con-
tain semantic mistakes allowing the hazard to still occur during operation. For the 
treatment group, each adequate and inadequate activity diagram was extended into a 
corresponding Hazard Relation Diagram similar to Fig. 4.  

Measurements. We measured a number of variables, including time needed to com-
plete each review as well as the number of correctly and incorrectly assessed adequate 
and inadequate mitigations. In addition, we measured the self-reported confidence of 
a participant in the assessment for each review as well as several items from the 
Technology Acceptance Model 3 (TAM3, [27]) and Task Technology Fit (TTF, [28]) 
questionnaire. These self-report items were measured on a 5-point-Likert scale. Fur-
thermore, participants were asked to issue a brief written rationale stating why partic-
ipants assessed some mitigation as either adequate or inadequate.  

Procedure. We conducted a pilot test in order to validate the experimental material as 
well as the experimental design. Before the pilot test, a short briefing was adminis-
tered which instructed participants on how to perform the reviews. The order in which 
the ten hazard mitigations were presented was randomized for each participant to 
reduce primacy, recency, and carry-over effects [26]. In order to ensure that both 
participant groups reviewed approximately equally many information items, an effort 
was made to present only the one row from the FHA result relevant to one hazard to 
the control group participants at the time. The experimental procedure consisted of the 
following steps, as shown in Fig. 5: 

• Step 1: Introduction, Informed Consent, & Demographics. The pilot test began 
with a brief introduction, where informed consent as well as demographic data was 
collected and participants were informed of their option to discontinue at any point. 

• Step 2: Separation into Groups. Based on the demographic information, partici-
pants were then randomly assigned into treatment group and control group. An  
effort was made to distribute participants such that an equal number of participants 
with corresponding experience levels were assigned to each group. 
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• Step 3: Instructions & “Dry Run”. Both groups were presented with instructions 
on how to review the experimental material once again. Furthermore, two example 
runs were performed in which the participants could rehearse the review task.  

• Step 4: Review of Hazard Mitigation & Self-Report Confidence. Participants 
were asked to review hazard mitigations pertaining to one randomly selected ha-
zard. Together with the subsequent step, this step was hence repeated ten times. 
For each randomly selected hazard, participants could review the experimental  
material for an indeterminate amount of time and indicate “yes” if they are of the 
opinion that the hazard may still occur during operation and “no” otherwise. In ad-
dition, participants were asked to rate their own confidence. Participants were able 
to change their assessment and self-reported confidence as often as they wished. 

• Step 5: Self-Report Rationale. Participants were asked to state a brief reason why 
they chose “yes” or “no” in the previous step. This rationale was used by the expe-
rimenters to draw conclusions about the decision making process and assess what 
information was used to make the adequacy judgment. Participants were given the 
opportunity to return to the previous step and change their answer if thinking about 
the rationale made them change their mind. Furthermore, the experimental material 
along with their decision from the previous step was shown for reference.  

• Step 6: Post-Hoc Questionnaire. Both groups were presented with several items 
from the TAM3 [27] and TTF [28] in order to gain data on the participants’ expe-
rience during review, perceived usefulness of the respective notation, and the re-
spective notation’s ability to assist in the review process.  

 

Fig. 5. Overview over the Experimental Procedure 

Participants. Participants in the pilot test were researchers from the authors’ research 
group. Most participants possessed or were in the process of obtaining a Master’s or 
PhD degree in software engineering; only one participant already possessed a doctoral 
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degree. All participants self-reported experience levels in requirements engineering 
and conceptual modeling from academic and industrial research projects and expe-
rience in static quality assurance from their daily academic work. A total of ten partic-
ipants ranging from 25 to 36 years of age completed the study, yielding n = 5 per 
group. Albeit gender is not assumed to influence the experiment results, it is to note 
that no female participant participated in the study. 

5.2 Preliminary Results from the Pilot Test 

At the time of writing this manuscript, a detailed analysis of some of the measure-
ments from Section 5.1 (e.g., analysis of correctness of participants’ responses as well 
as an evaluation of TAM3 and TTF results) was still underway. Furthermore, the 
purpose of the pilot study was to validate the experimental design as well as the expe-
rimental material. In the following, we hence present findings regarding the suitability 
of design and material as well as some preliminary results on the impact of Hazard 
Relation Diagrams on reviews. 

Insights regarding the Experimental Design. Experience from the pilot test indicates 
that training was a relevant concern, as participants were unfamiliar with the specific 
input/output-pin oriented notation of activity diagrams (cf. Fig. 1). During informal 
post-experimental discussions, one participant indicated that albeit he was familiar 
with this notation, he felt that more rigorous instruction about the specific semantics 
would have increased his understanding. In addition, participants indicated that the 
concept of hazards and mitigations were hard to understand in the pre-experimental 
briefing and introduction step. In consequence, more emphasis must be placed on 
explaining the used notations in detail. However, these findings also validate our 
choice of using a between-subjects design as it is likely that additional instruction in 
multiple notations will result in a much steeper learning curve. 

Insights regarding the Experimental Material. Results show that the example system 
was generally well understood by participants. This confirmed our assumption that an 
example of the automotive industry is suitable for the purpose of the experiment. 
However, results also show that some example diagrams were somewhat ambiguous. 
This can be seen from the fact that rationales regarding the adequacy judgment dif-
fered significantly between participants. For example, one hazard mitigation was 
designated inadequate by the experimenters because it specified that a signal shall be 
considered during the operation of the ACC which is not available on any input pin. 
The reasons given by participants for their judgment varied considerably: Some par-
ticipants stated the reason designated by the experimenters, yet others argued based 
on ambiguity in the execution order or based on syntactic flaws in the diagram. These 
findings show that albeit the example is suitable, some hazard mitigations must be 
revised in order to reduce variation in diagram comprehension.  

Insights regarding Review Objectivity. We conducted a qualitative analysis of the 
rationales reported by the participants. This was done by reading the rationales given 
for each hazard mitigation (both adequate and inadequate) and classifying them with 
regard to the referenced information in the rationale. Specifically, we differentiated 
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rationales being based on semantic properties (e.g., if a requirement is factually 
wrong), syntactic properties (e.g. if there was a syntactic mistake in the diagram), 
trigger conditions (e.g., if all trigger conditions were successfully avoided), and safety 
goals (e.g., if the safety goal was properly fulfilled). Results indicate that in the con-
trol group, out of a possible 50 rationales (five participants times ten hazards), 41 
rationales were given. Of these 41 rationales, only six referenced trigger conditions. 
More strikingly, four out of these six rationales were given by the same participant. 
No rationale given by the control group referenced safety goals and one rationale 
stated syntactic mistakes. The majority of 34 stated semantic reasons. In contrast, in 
the treatment group, a total of 45 rationales were given. Of these 45 rationales, eleven 
referenced trigger conditions and six argued on the basis of safety goal fulfillment. 
Interestingly, all except one participant referenced trigger conditions at least once. 
Three rationales referenced syntactic mistakes and 25 rationales were based on se-
mantic reasons. These results show that while the treatment group based their ratio-
nale more often on contextual information, the control group based their judgments 
almost entirely on activity diagram semantics, which supports our hypothesis. 

5.3 Threats to Result Validity 

As with any study, some threats to validity which impair the ability to draw conclu-
sions from the experimental results remain. These are discussed in the following. 

Internal and Construct Validity. One critical issue for the study at hand is the suita-
bility of the experimental procedure and materials. To increase internal and construct 
validity, we conducted a pilot test. The pilot test yielded a few issues that warrant 
revisions to the experimental procedure and material, as outlined in Section 5.2.  

Conclusion Validity. Only ten participants participated in the pilot test. In this case, 
such a small number of participants yield insufficient statistical power. Therefore, we 
emphasize that the results reported in Section 5.2 are preliminary and give mere indi-
cations in support of our hypothesis. Further testing with larger numbers of partici-
pants is expected to produce additional results and is subject of ongoing work.  

External Validity. Neither participant population of the pilot nor experimental materi-
al is representative. Therefore, repetition studies with different populations and case 
studies with industry representatives ought to be carried out to ensure generalizability 
of results.  

6 Related Work 

A comprehensive overview over validation techniques that can be used to validate 
requirements is given in [29]. Albeit a number of techniques have been proposed to 
foster validation (e.g., inspection-like techniques [30], reading techniques [31], or 
prioritization techniques [32]), in practice, unstructured reviews remain the main ve-
hicle to assess the adequacy of any type of requirement [24]. Furthermore, review 
techniques are typically generic in nature and support the developers in assessing 
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requirements without particular focus on hazards. The methodology proposed in [29] 
improves upon this issue by combining in a joint process the identification of hazards 
and necessary changes to the requirements in order to mitigate the hazards. Formal 
quality assurance approaches such as [33], [34] place particular emphasis on ensuring 
that mitigations are formally correct. Such approaches focus on verifying system be-
havior and system design against behavioral constraints (e.g., real-time requirements).  

A number of approaches propose joint safety/security processes, allowing for com-
bined threat and hazard identification and resolution (e.g., [35], [36]). Most notably, 
misuse cases (e.g., [36], [37]) have been applied to safety in order to identify unsafe 
interaction between the system and its context and find candidate interactions to  
resolve them. Moreover, security threat analysis, safety hazard identification and sub-
sequent requirements derivation have often been proposed to occur in a mutually 
beneficial manner (see [38] for a comprehensive comparison of techniques).  

Goal-oriented (e.g., [39]) and scenario-based (e.g. [4]) approaches allow eliciting a 
set of safety requirements with regard to system hazards. For example, the KAOS 
approach [39] provides provably correct refinement patterns that can be used to refine 
hazard obstructions, i.e. obstructions that may arise during operation which impair 
safety-critical goal satisfaction, into operationalization resolving them. However, 
while this leads to a formally correct specification, whether or not the specification is 
adequate with regard to the semantic domain requires additional validation [40].  

A wide range of non-goal-based formal approaches such as [35], [41], [42], [43], 
or [44] have been proposed. These require that at least some portion of the system has 
already been designed or even implemented and focus on analyzing timing constraints 
[44], behavioral constraints [35], design invariants [43], or event-based failure propa-
gation [41] and can be used to deduce requirements which circumvent certain hazard-
ous conditions. Hence, safety requirements that can be elicited using these approaches 
are more akin to technical constraints that become apparent during late development 
states rather than early phase requirements. 

7 Conclusion and Outlook 

In this paper, we have proposed a diagrammatic representation called Hazard Relation 
Diagrams which can be used during validation of hazard-mitigating functional safety 
requirements. Hazard Relation Diagrams combine functional requirements intended to 
mitigate a specific hazard with contextual information about the hazard, i.e. safety 
goals to be achieved and triggering conditions during operations under which the 
hazard occurs. We have shown how Hazard Relation Diagrams can be used during 
development and we have argued that using Hazard Relation Diagrams leads to in-
creased consideration of contextual information when validating safety requirement 
adequacy by means of reviews. We have outlined an empirical study designed to  
investigate this claim and shown results from a pilot test. Findings indicate that partic-
ipants using Hazard Relation Diagrams based their judgments more often on contex-
tual information than the control group. Future work will entail revising instructional 
and experimental material and continue with the empirical investigation. Specifically, 
it is planned to carry out the experiment with students from an undergraduate re-
quirements engineering course and students from a graduate quality assurance course.  
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