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Abstract. Popular music segmentation plays an important role in popular music 
content retrieval, melody extraction and semantic understanding etc. Segmenta-
tion boundary detection is one of the key technologies in lots of conventional 
algorithms. In this paper, we propose an automatic segmentation approach that 
combines SVM classification and audio self-similarity segmentation, which 
firstly separate the sung clips and accompaniment clips from pop music by  
using SVM preliminary classification, and then heuristic rules are used to filter 
and merge the classification result to determine potential segment boundaries 
further. Finally, self-similarity detecting algorithm is introduced to refine our 
segmentation results in the vicinity of potential points. Experiment shows that 
our approach can achieve more sophisticated and accurate results by using the 
local change context substantially to determine the segmentation boundaries. 
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1 Introduction 

Music segmentation partitions the music file into its composite sound clips in time 
domain according to the melody change information. It plays an important role in 
music process application fields such as content-based retrieval, melody extraction, 
music emotion recognition and audio database management etc. The popular music 
occupies a large proportion in terms of the quantity, which indicates that research on 
the popular music segmentation technology is meaningful for promoting the devel-
opment of audio automatic segmentation. 

There are lots of previous researches on popular music automatic segmentation has 
been explored. J.Foote[1, 2] uses the music signal time-domain and frequency-domain 
features to calculate the similarity measurement and constructs self-similarity[3] me-
tric, then designs checkboard kernel with various scale skillfully to compute the no-
velty value to evaluate the changes of  objective music in a time-lag. In this ap-
proach the segmentation boundaries are found by selecting the peaks of novelty se-
ries, which are sensitive to the checkboard kernel scale, especially when the kernel 
size is small, the boundaries will be difficult to determine. Jessie Xin Zhang[4] em-
ploys the RMS and SP features to detect the silence clips in the audio file, then uses 
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these clips to separate the file into different segments and constructs the similarity 
image for each segment, finally acquires the boundaries by using image edge detect 
algorithm. In consequence of relaying on silence clips detection, the application sce-
nario of this approach is restricted, it often be applied to process broadcasting and TV 
audio files to gain the music and speaking partitions. Masataka Gotow[5] takes ac-
count of the chroma feature  to compute the similarity of music signal frames, the 
music melody is segmented by finding the repeating sections. This approach gives a 
good result but needs vast computing cost when finding the repeating section dura-
tion. L.Shuang[6] considers the relationship between music lyric text and melody 
structure, the timestamp information in lyric text is used to give some tough segmen-
tation, then the result is optimized by taking use of some heuristic rules based on the 
lyric sentences statistic characteristics, this properties includes the characteristic of 
last word intonation and the word number in each sentence. This approach gives a 
good performance but its shortage is the essential of the timestamp information in the 
lyric file. 

The main limitations of the methods mentioned above are segmentation bounda-
ries determining difficulties and the limited application scenarios. In this paper, we 
combine SVM classification algorithm with audio self-similarity detection method to 
separate the sung and accompaniment clips from music signal innovatively to refine 
our music automatic segmentation result. Experiments results show that our method 
has the capability to overcome the limitation of boundaries determining and improve 
the segmentation performance significantly with acceptable computing cost.  

By summarizing our perception experiments of popular music, we can infer that 
the popular music rhythm changes usually occurred in accompaniment which last a 
long time and the beginning or the end of every sung line. We call these change points 
as our potential boundaries. According to these perception experiments we employ 
the SVM classification algorithm to pre-separate our input popular music signal at 
first, this procedure will output a discrete label series which correspond to the sung 
and accompaniment [7, 8] discriminate result of each frame respectively. Then we 
utilize some heuristic rules to filter and merge our pre-process SVM classification 
series, which can minimize the misclassification effect brought from the first step,   
and more accurate potential segmentations will be provided after this process. Finally, 
we take advantage of the sensitivity of novelty detection algorithm based on self-
similarity measurement in the adjacent of our potential points with different scale 
kernel to gain our final segmentation boundaries. In comparison with the method 
based on self-similarity deployed to detect the music segmentation boundaries with-
out pre-process procedure, our method use the self-similarity detect algorithm only on 
the potential change points which carry more local music structure context informa-
tion rather than the entire music signal, and experiment shows our method gains more 
accurate segmentation result. 

The rest of this article is organized as follows. In section 2, we present the over-
all flow diagram of the method and introduce the technology details. Experiment re-
sults and relevant analysis will be given in section 3. Finally, we conclude this paper 
with a review and some applications will be given conventionally. 
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2 Automatic Segmentation Algorithm Details 

Fig.1 shows how this method works for our popular music automatic segmentation. In 
this method, we first need to construct a popular music training set to train our SVM 
classification model. The training set is composed of vast music signal samples which 
include both sung and accompaniment sections, the duration of each sample is between 
5 to 30 seconds, all of these samples have been labeled manually. For each sample we 
divide it into signal frames without overlap and extract frequency-domain features as 
the input of SVM training procedure. After the SVM classification model parameters 
by using the training set has been derived, we use this model to pre-separate the objec-
tive music into sung and accompaniment clips, then these clips will be merge and  
discard by using some heuristic rules, the final output of this stage is potential points 
mentioned previously. On this basis, these potential points are processed by the self-
similarity detection algorithm to produce the segmentation boundaries at last. 

 

Fig. 1. Popular Music Segmentation 

2.1 SVM Preliminary Classification 

SVM utilizes kernel function to map the original features to the high-dimensional 
space which often changes some linear inseparable problem into a linear separable 
one. SVM has been widely used in many fields and it usually provides higher classifi-
cation accuracy than other classification algorithms. For the binary classification, the 
final decision function can be calculated as follows: 
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The discriminate procedure between sung and accompaniment is equivalent to a 
binary classification problem. In this paper, we select 12-dimensions MFCC[9], its 
12-dimensions first-order difference coefficients ∆MFCC and 16-dimensions sub-
frequency band spectral energy ratio (SFR) as our segmentation feature inputs. The 
SFR can be used to represent the formant phenomenon which cased by the vocal cord 
vibration shows in Fig.2. Straightforwardly, we divide the frequency into some sub-
frequency bands averagely and calculate the ratio of sub-band spectral energy to total 
energy. The SFR of qth dimension in pth frame is calculated as follows: 
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The parameter len means FFT length, ܵ means the spectral of pth frame and n 
is divide number. 

 

Fig. 2. Spectral formant phenomenon between accompaniment and sung in the spectral with 
same sampling time 

For all samples in the training set, we extract and scale these 40-dimensions fea-
tures, using the grid parameter search algorithm[10] to find the optimal SVM model. 
Likewise, we compute these features for all signal frames of our objective music file 
and use the SVM model to gain our pre-separate classification result, here, accompa-
niment clips are the negative samples. 

2.2  Heuristic Filter and Merge 

In the preliminary classification procedure, the segmentation is rough as a result of 
the misclassification and any other noise effect.  This rough classification result is 
too discrete and crude to our self-similarity detection procedure, we need to merge the 
small clips and modify the misclassification samples by using some heuristic rules 
[11]. Through the observation of the music signal, here we propose three filter rules 
as follows： 
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1. Music signal changes slowly which indicates the sung and accompaniment cannot 
change suddenly, so the classification label series are continuous. 

2. At the end of sung sentence, the formant phenomenon will be subdued because of 
the singing rhyme. In this case, the misclassification rate rises and the fluctuation 
of classification series is obvious. 

3. Sometimes the continuous misclassification means this part of the signal is differ-
ent with the homogeneous segmentation before, and we can add this start time to 
our potential change points queue. 

According to these experiment observation heuristic rules, we can design our fil-
ter and merge logics that can be applied on the pre-separate result directly. Rule 1 
gives the first filter formula as follows: 
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In formula (4), parameter C represents the pre-classification result, w is filter 
window length. And formula (4) indicates that if the two neighborhoods with w  
duration has same classification label and the center ith frame has an inverse label, 
then ith frame should be considered as a misclassification and needs to be modified. 
Next, we give our second filter and merge policy according to the rule 2 as follows: 

(i) Traversing the pre-separate result C, if C[i]=-1, then perform step (ii). 
(ii) Start with i, using window with length of w, computing the sum of the ab-

solute value of first-order differential value in this window. The sum is de-
noted by ∆ߑ, if ∆ߑ>w then perform step(iii), otherwise perform step (i). 

(iii) Modifying all the labels in the window with length w to -1 and perform 
step (i). 

In order to emphasize the point of this policy, here we give the explanation of 
step (ii). Considering with the uniform misclassification case, the positive and nega-
tive labels appear alternately, then ∆ߑ equals to 2w. Correspondingly, ∆ߑ equals to 
2 when the misclassification is not exist in the compute window. In this paper, we 
take the discrimination threshold equals to w as the compromise scheme. Now, by 
using this policy we can detect the parts of singing rhyme in the music easily by ob-
serving the series fluctuation. 

 In contrast with the rule 1, 2 mentioned above, rule 3 provides us a guideline to 
treat the continuous misclassification rather than an actual filter and merge algorithm 
or procedures. However, it is found that there exist some conflicts between rule 1 and 
rule 2 from the point view of practice. In this paper we strongly recommend using 
rule 2 firstly. The clips with short duration will be merged and the abnormal classifi-
cation error will be corrected as well after using these filter and merge policies based 
on heuristic rules listed above. What calls for special attention is that the clips with 
continuous same labels will be removed except the start and end ones which decide 
the boundary of the segmentation [12]. So far we have got some real pre-separate 
result about the sung and accompaniment partitions of the music signal to analysis. 
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Fig.3 gives an example of the result changes at each stage among the procedure. The 
song name is ChunXue, and the black areas represent accompaniment partitions and 
the areas with gray color are sung ones. This demonstration shows that the original 
SVM classification result can be filtered and merged effectively in this phase.  

 

Fig. 3. Sung and Accompaniment separation contrast diagram 

2.3 Self-similarity Segmentation Detection 

According to the melody structure of popular music, the distribution of perception 
change points is regular. The potential music rhythm change points can be summa-
rized into two categories. 

1. Music signal often changes around the beginning or end of each sung sentence. 
2. Music signal often changes in the accompaniment with long duration such as 

Intro, Bridge and Outro partitions. 

Fortunately, we can determine the vast majority of the start and end timestamp 
of each sung sentences in the music by using the pre-process method mentioned 
above. Similarly, we can pick out long duration accompaniment partition from the 
accompaniment recognition results as well. Next, the segment detection method based 
on self-similarity will be applied at these potential change points. 

In the traditional self-similarity detection method[13,14,15,16], frequency-
domain features will be extract for each signal frame at first, then cosine similarity 
will be used to measure the distance between each feature vector, the distance Dist(i,j) 
between ith frame and jth frame can be compute as follows: 
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V[i] is the feature vector of ith frame. All of these distances compose a  
2-dimensions similarity metric S, then a checkboard metric C will be constructed to 
move along the diagonal of the similarity metric to calculate the novelties which are 
used for measuring the variation trend of the music structure, and the ith novelty is 
calculated as follows: 
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L is the checkboard kernel size, different size kernel function can be constructed 
by using Kronecker product: 
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There are some problems if we use this algorithm for the input music file direct-
ly. Using small size kernel makes algorithm too sensitive to detect the change points, 
which means the quantity of segmentation will be large, and the decision of threshold 
is difficult even if we construct a fixed size maximum heap to select the segmentation 
boundaries. However, if we use large size kernel the performance will be reduced but 
the results will be rough. In this paper, we use this detection algorithm for all the po-
tential change points instead of entire music signal. These potential points carry more 
local melody context information which helps us determine our segmentation bounda-
ries easily and refine the final result. Considering with the first category change 
points, we apply the algorithm in the fragments which center with the end timestamp 
of each sung sentence like this: 

(i) Traversing all the rough segmentations with positive labels. 
(ii) Intercepting a fragment which center with the end timestamp of the sung 

segmentation, setting the fragment length equal to w, using self-similarity 
detect algorithm with small size kernel and calculate the novelties. 

(iii) Update the segmentation end boundary equal to the time when the novelty 
has maximum value. 

For another category which includes accompaniment segmentations with long 
duration such as Intro, Bridge and Outro partitions etc. In compare with process of 
first category, here we use large size kernel to detect all the concrete change points as 
follows: 

(i) Traversing all the rough segmentations with negative labels. 
(ii) Using large size kernel to calculate the novelties among the segmentation. 
(iii) Building maximum heap to select fixed number of novelties peaks. Remov-

ing the original segmentation boundary, and add the timestamps corres-
ponding to these peaks as the refine segmentation result. 
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3 Experiment 

In order to train and test the proposed method in this paper, 100 Chinese and 100 
English popular music segmentations have been captured and labeled manually to 
build our training music set. This set covers a wide range of popular music genre 
(Rock, Blues, Jazz, Country, Folk, etc.). More specifically, all of these fragments are 
sampled with the frequency of 22.05 kHz. As the first step, we employ hamming win-
dow function to split our samples into signal frames without overlap, and for conve-
nient operation the length of each frame is 46ms so that there are about 1024 sample 
points in each frame. Then the 40-dimensions frequency-domain features are ex-
tracted as the training inputs. After using the grid parameter search algorithm we get 
our optimal SVM [17] model with 88.67% cross validation accuracy, where parame-
ter C equals to 512 and gamma is 0.125. 5 Chinese and 5 English songs have been 
selected to test our model and algorithm. The window length in the filtering phase 
derived by rule 1 is equal to 7 and in the merge stage the value is 20. The pre-separate 
results are measured by Classification Recall Rate (CRR) which can be calculated as 
follows: 

 
Correct Classification Frames

CRR
Total Frames

=  (8) 

In our experiment, the average Recall rate is 83.74%. It is found that the classifi-
cation accuracy will be improved slightly after using rule 1. However, for the rule 1, 
we tend to utilize its ability to reduce the negative effects brought by noise and mis-
classification in pre-process results. Rule 2 is capable of handling, by contrast, the 
continuous misclassification case and capturing more potential points even if the clas-
sification accuracy may decline in some situations. 

Finally, we use the segmentation algorithm based on self-similarity for each po-
tential change point. For the first category case whose change points appear at the 
beginning or end of each sung sentence, kernel size is equal to 16 and window length 
is 60 with 3s process duration. The novelties will be messy if we use the small kernel 
for the long duration accompaniments, we chose 64-size large kernel to relieve the 
dilemma of boundary determine. Fig.4 shows the procedure of using self-similarity 
segmentation detection algorithm on the entire music signal of ChunXue without pre-
process. It clearly shows that the selection of local segmentations boundaries is sub-
ject to the global threshold value. The boundaries could not associate with the local 
rhythms contexts and the segmentation result is rough in this dilemma.   

 

Fig. 4. Self-similarity segmentation detect algorithm without pre-process 
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By contrast, Fig.5 demonstrates the segment actions on same music signal with 
our algorithm, and the segmentation object has been pre-classified into sung and ac-
companiment elements so that the potential points can be figured out by the filter and 
merge operations, then the self-similarity segmentation detection algorithm has been 
employed on each point rather than the entire music signal. The duration of the Intro 
segmentation of the example music is 21s, 4 detail segmentation change boundaries 
have been found by using our algorithm, and the locations of these boundaries are 8s, 
14s, 20s that corresponding to the actual melody change timestamps respectively. At 
the start of the Bridge segmentation, more precise boundary can be updated by self-
similarity detects method with small size checkboard kernel, in the experiment ,the 
start of the Bridge partition is at 2’0’’ and the end of adjacent sung sentence is at 
1’57’’, therefore, this small duration accompaniment can be merge into the sung sen-
tence in practice application. 

 

Fig. 5. Self-similarity segmentation detect algorithm at potential points with pre-process 

In order to compare the final segmentation results directly, we have used both 
the entire self-similarity segmentation detect algorithm without pre-process and the 
modified method proposed in this paper to segment our test music files at the same 
time. Manual segmentation based on human perception results are also provided as a 
reference. To quantize the experiment result intuitively, we use segmentation precise 
rate (SPR) as the measure value, the SPR can be calculated as follows: 

 100
Auto Correct Segmentations

SPR
Total Manual Segmentations

= ×  (9) 

The definition of auto correct segmentation in this formula is: For each segmen-
tation boundary in the final results, if there exists a boundary makes the difference of 
them less than a minor term ε hold up, then this segmentation boundary is correct. In 
our experiment ε takes 0.5s. In Table 1 the final precise result of these methods for 
10 test music files is presented. Symbol MS is manual segmentations and PSR is our 
results precise rate, TSR is the result of the traditional method based on self-similarity 
without pre-process. It can be observed that our method with SVM pre-classification 
process gets a significant boost in performance, and the difficult of segmentation 
boundaries determine can be overcome partly. 
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Table 1. Performance comparison on 10 test music files include both Chinese and English 
songs 

Song MS TSR PSR Song MS TSR PSR 
ZuiChuDeMengXiang 72 70.5 83.4 Let it go 51 80.9 83.3 

QieLangYu 56 71.7 79.1 Devotion 50 74.6 78.8 

ChunXue 65 73.7 82.9 Dying in the sun 60 81.8 84.6 

PiaoXue 67 81.3 86.6 Moonlight Shadow 61 78.8 82.4 

GuangHuiSuiYue 76 69.6 78.3 Heartbeats 45 78.9 83.5 

4 Conclusion 

In this paper, we take advantage of sung and accompaniment structure information of 
popular music to assist our automatic segmentation algorithm based on self-similarity 
to refine the final segmentation result. We use MFCC, ∆MFCC and sub-frequency 
band spectral energy ratio (SFR) as our music signal frame descriptors to train a bi-
nary SVM classification model. In the pre-process phase, SVM classification model is 
used to separate the sung and accompaniment frames. As a result of misclassification 
and noise, some heuristic filter and merge rules or guideline have been proposed to 
optimize the rough discrete pre-separate segmentations. After these procedures, the 
potential music change points can be found, and then the self-similarity segmentation 
algorithm with the input of potential points is used to refine segmentation boundaries 
invariably in different category. Experiment result shows that the method has a signif-
icant improvement on the accuracy of boundaries determine and raise performance up 
to 13.4%. The experiment from our practice engineering project shows the output of 
this method can be applied in the digital fountain and stage lighting control fields 
excellently. 
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