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Abstract. We present local feature evaluation for a constrained local
model (CLM) framework. We target facial images captured by a mobile
camera such as a smartphone. When recognizing facial images captured
by a mobile camera, changes in lighting conditions and image degrada-
tion from motion blur are considerable problems. CLM is effective for
recognizing a facial expression because partial occlusions can be han-
dled easily. In the CLM framework, the optimization strategy is local
expert-based deformable model fitting. The likelihood of alignment at
a particular landmark location is acquired beforehand using the local
features of a large number of images and is used for estimating model
parameters. In this learning phase, the features and classifiers used have
a great influence on the accuracy of estimation in landmark locations. In
our study, tracking accuracy can be improved by changing the features
and classifiers for parts of the face. In the experiments, the likelihood map
was generated using various features and classifiers, and the accuracy of
landmark locations was compared with the conventional method.

1 Introduction

In recent years, communication robots [1] used in applications such as guid-
ance and nursing care have been developed. These communication robots have a
camera and a microphone and can communicate with the target by recognizing
speech and facial expressions. Figure 1 shows a cellphone-type tele-operated com-
munication medium called Elfoid [2]. Elfoid is designed to transmit the speaker’s
presence to the communication partner using a camera and microphone. When
using this type of robot for communication, it is important to convey the facial
expressions of the speaker to increase communication modality. If the speaker’s
facial movements can be regenerated accurately using these robots, the human
presence can be adequately conveyed. Elfoid has a camera within its body and the
speaker’s facial movements can be estimated through an accurate facial recog-
nition approach. When we recognize facial images captured by a mobile camera
such as Elfoid, changes in lighting conditions and image degradation from motion
blur are considerable problems. In this study, we aim to construct a face tracking
technique that works robustly even under severe conditions.
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Fig. 1. Cellphone-type tele-operated android: Elfoid. It is important to convey the
facial expressions of the speaker to increase communication modality.

2 Related Work

Face tracking techniques using feature points such as the corners of the eyes
and mouth are effective for recognition of facial expressions because a face is a
non-rigid object. Deformable model fitting approaches [3][4] have been proposed.
Facial deformable models can be divided into two main categories, holistic and
part based models.

A notable example of a holistic model is the Active Appearance model
(AAM) [3]. Holistic models employ a Point Distribution Model (PDM) as:

xi = sR(xi + Φiq) + t, (1)

where xi denotes the 2D location of the PDM’s ith landmark, s denotes global
scaling, R denotes a rotation and t denotes a translation. xi denotes the mean
location of the ith PDM landmark in the reference frame and Φi denotes the basis
of the variations. q is a set of non-rigid parameters. A statistically shaped model
is acquired from a set of training points by applying principal component analysis
(PCA). The algorithm uses the difference between the current estimate of the
shape model and the target image, to drive an optimization process. However,
holistic approaches have many drawbacks. They are sensitive to lighting changes,
and partial occlusions cannot be easily handled.

Part-based models use local image patches around the landmark points. Con-
strained Local Models[4] outperform AAM in terms of landmark localization
accuracy. CLM fitting is generally posed as a search for the PDM parameters,
p, that minimize the misalignment error in following Eq. (2):

Q(p) = R(p) +
n∑

i=1

Di(xi; I), (2)
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where R is a regularization term and Di denotes the measure of misalignment
for the ith landmark at xi in the image I. In the CLM framework the objective
is to create a shape model from the parameters p. In [4], the regularization and
misalignment error function in Eq. (2) take the following forms:

R(p) = − ln p(p), (3)

Di(xi; I) = − ln p(li = 1|xi, I). (4)

CLM models the likelihood of alignment at a particular landmark location, x,
as follows:

p(li = 1|x, I) =
1

1 + exp{liCi(x; I)} , (5)

where Ci denotes a classifier that discriminates aligned from misaligned loca-
tions. The likelihood of alignment at a particular landmark location is acquired
beforehand using local features of a large number of images. To generate the clas-
sifier Ci, Saragih et al. [4] use logistic regression. Mean-shift vectors from each
landmark are computed using the likelihood of alignment and the parameters p
are updated. These processes are iterated until the parameters p converge.

When we recognize facial images captured by a mobile camera within Elfoid,
changes in lighting conditions and image degradation from motion blur are con-
siderable problems. In [4], the changes in the environment are not specifically
considered when calculating the likelihood of alignment. Furthermore all land-
marks are treated in the same manner. In our study, it is intended to construct
a face tracking technique that works robustly even under severe conditions.
To adapt to the changes in environment, the likelihood of alignment is calcu-
lated using various features that are robust for a particular situation. The PDM
parameters, p in Eq. (2) are updated in the same manner as the conventional
technique[4] using the estimated likelihood of alignment. Conclusively, tracking
accuracy can be improved by changing the features and classifiers for different
parts of the face.

3 Evaluation of the Likelihood of Alignment
at a Particular Landmark Location

In this study, landmark locations are estimated using the likelihood maps and
the accuracy of their positions is evaluated. The likelihood maps at each land-
mark location are generated according to Eq. (5). In Eq. (5) the classifier is
generated using image features extracted at manually annotated landmark loca-
tions. The details of the local features and the classifier are described in the
following sections.

3.1 Local Features

As features, the gray scaled patch, image gradient, Local Binary Patterns (LBP)
[5], Local Directional Pattern (LDP) [6], Local Phase Quantization (LPQ) [7],
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SIFT [8], SURF [9] and HOG [10] are used for producing response maps. The
most important property of the LBP operator is its robustness to gray-scale
changes caused by illumination variation. A LDP feature is obtained by com-
puting the edge response values in all eight directions at each pixel position and
generating a code from the magnitude of the relative strength. LPQ is based on
quantizing the Fourier transform phase in the local neighborhood and is robust
against the most common image blurs.

3.2 Classifiers

The positions of landmarks are estimated in the likelihood map as shown in
Fig. 2. The likelihood in Eq. (5) is generated using a classifier Ci. Classifiers
are generated using logistic regression and support vector machines (SVMs).
Logistic regression is a type of probabilistic statistical classification model. An
SVM model is a representation of the examples of points in space, mapped so
that the examples of the categories are separated by a clear gap that is as wide
as possible.

3.3 Facial Image Database Captured by a Mobile Camera

Facial images used in this study are captured by a camera embedded in Elfoid.
This database includes images that have various facial expressions, lighting
changes and partial occlusions. The subject changes its head pose considerably

Fig. 2. The likelihood of alignment at a particular landmark location. Mean-shift vec-
tors from each landmark are computed using the likelihood of alignment and the param-
eters p are updated.
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(a) Side view (b) Upward view

(c) Lighting change (d) Partial occlusion

(e) Self shadowing (f) Motion blur

Fig. 3. Facial expressions captured in the strict environment

as do the conventional facial image databases such as AFW [11], LFPW [12],
HELEN [13], and i-bug [14]. Furthermore, many blurred images are included
because Elfoid is assumed to be used in the hand as a mobile phone. Facial
images captured in strict environments are shown in Fig. 3. It is possible to find
that various types of images, such as an upward view image and a blurred image
which are not included in the conventional image database, are included in our
database.
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Fig. 4. Feature positions used in the experiment

4 Experiments

We have conducted accuracy verification experiments using various image features
and classifiers to improve the face tracking method. The amount of movement of
the feature point is estimated using the likelihood maps in Eq. (5). In Eq. (5) the
classifier is generated using image features extracted at the manually annotated
landmark locations. We conducted accuracy evaluations on our database, AFW
[11], LFPW [12], HELEN [13], and i-bug [14]. This database, consisting of 500
images, is generated by extracting images from each database evenly and is anno-
tated with an 83-point markup used as ground truth landmarks.

A total of 250 images, 50 from each database, were selected randomly and
used as training data. Feature positions used in the experiment are shown in
Fig. 4. As features, the gray scaled patch, image gradient, Local Binary Patterns
(LBP) [5], Local Directional Pattern (LDP) [6], Local Phase Quantization (LPQ)
[7], SIFT [8], SURF [9] and HOG [10] were used for producing the likelihood
maps. Classifiers were generated using logistic regression and SVM. The size of
the face region was normalized to 51x51 pixels. Image features were extracted at
each feature position using 21x21 pixel regions. The size of the likelihood map
was 11x11 pixels. The amount of movement of the feature point was estimated
using the likelihood map generated from the results of the discrimination.

A total of 250 images that were not used as training data were used as test data.
In the test phase, the Euclidean distance between the estimated position and the
ground truth was used for an evaluation. As an evaluation of each facial part, Table
1 shows the number of optimal pairs of feature and classifier for discrimination.The
results fromTable 1 showthat theoptimalpairs of feature andclassifier aredifferent
in each part of the face. To select the optimal feature and classifier by parts realizes
accurate tracking.
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Table 1. The number of optimal feature and classifier for discrimination in each part

feature classifier the number of features

Grayscale Logistic regression 16
Grayscale SVM 13

SURF Logistic regression 12
SIFT SVM 9

Gradient Logistic regression 6
HOG Logistic regression 6
SURF SVM 6
HOG SVM 4
LBP SVM 3
LPQ SVM 3
LDP SVM 2
LBP Logistic regression 1
LDP Logistic regression 1
SIFT Logistic regression 1
LPQ Logistic regression 0

Gradient SVM 0

Fig. 5. Comparison between representative CLM [4] and the proposed method

We used the representative CLM [4] as the baseline method for comparison
in this experiment. Figure 5 shows the comparison results. The proposed method
used the combination of the features and classifiers in Table 1. The representative
CLM [4] used image gradient and logistic regression. In Fig. 5, the horizontal
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axis shows RMS error and the vertical axis shows proportion of images. It can
be seen that the proposed method outperforms the representative CLM [4].

5 Conclusions

We present local feature evaluations for the CLM framework. We conducted
accuracy verification experiments using various image features and classifiers.
In our study, tracking accuracy can be improved by changing the features and
classifiers for different parts of the face. In future work, we will implement a face
tracking system that can switch the features and classifiers adaptively, respond-
ing to changes in the environment.
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