Systolic Automata and P Systems

Roberto Barbuti!, Andrea Maggiolo-Schettini'!, Paolo Milazzo!,
Giovanni Pardini' ®9, and Simone Tini2

! Dipartimento di Informatica, Universita di Pisa,
Largo B. Pontecorvo 3, 56127 Pisa, Italy
{barbuti,maggiolo,milazzo,pardinig}@di.unipi.it
2 Dipartimento di Scienza e Alta Tecnologia, Universita dell’Insubria,
Via Valleggio 11, 22100 Como, Italy
simone.tini@uninsubria.it

Abstract. Systolic automata are models of highly-concurrent language
acceptors based on identical processors with one-way flow of information,
amenable to efficient hardware implementation as multiprocessor chips.

In this paper we investigate the relationship between Binary Systolic
Tree Automata (BSTA), in which the underlying communication structure
is an infinite complete binary tree with parallel bottom-up computation,
and P systems, a biologically-inspired formalism based on rewrite rules act-
ing upon multisets of symbols with a maximally-parallel semantics.

In particular, we propose a variant of BSTA as multiset languages
acceptors, termed Multiset BSTA. By exploiting the similarity in the
parallel computation as performed in both BSTA and P systems, we
show how a Multiset BSTA can be simulated by a cooperative P system
while preserving the computational efficiency of systolic automata.

1 Introduction

Systolic automata are highly parallel language acceptors inspired by the func-
tioning of VLSI architectures [14,17]. A systolic automaton is an infinite tree
associated with an input function g and a processing function f. Without loss
of generality, the tree of a systolic automaton is often assumed to be binary,
thus obtaining the class of Binary Systolic Tree Automata (BSTAs). The input
function g maps each symbol of the considered input alphabet into a working
symbol from an operating alphabet. The processing function f, instead, maps
two working symbols into one. The way in which a BSTA processes a candidate
string to determine whether it belongs or not to the accepted language is by
feeding its tree at a suitable level with such a string, and then by applying the
processing function at each level (from bottom to top) in order to produce, in
the root of the tree, a single operating symbol. If such a symbol belongs to the
accepting alphabet (subset of the operating alphabet) then the candidate string
is accepted, otherwise it is not accepted. Note that a string w of length m has
to be accepted at smallest level n of the tree such that m < 2™. Moreover, if
m < 2", then 2™ — m instances of the special symbol f are appended to the
string.
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It has been proved that BSTAs can accept all regular languages [17]. More-
over, by exploiting the tree structure they can accept higher level languages such
as a®"b?". The class of languages accepted by a BSTA is a subset of the class
EOL [24] called Systolic EOL [13]. Many variants of systolic automata have been
proposed (see, e.g., [15,16,19]), and many studies have been performed on them
(see, e.g., [18,20,21])

The processing of a candidate string by a BSTA is performed in a highly
parallel way. Symbols to be associated with nodes at level ¢ of the tree can be
obtained by the symbols associated with nodes at level i + 1 by applying f, the
processing function, 2* times in parallel to each pair of children nodes of nodes
at level i. This is repeated for each level of the tree until the root is reached.
Hence, an execution of a BSTA can be seen as a sequence of highly parallel steps
in which all of the currently available symbols are processed and “transformed”
into symbols to be used in the next step. The form of parallelism at the basis
of the functioning of BSTAs is hence very similar to the notion of mazimal
parallelism considered in the context of P Systems [23]. P Systems are a form of
hierarchical multiset rewriting systems. Maximal parallelism in P systems states
that, at each step of their execution, rewriting rules must be applied in parallel
to a sub-multiset of the available symbols (possibly to all of them) so that no
rule can be applied to the remaining symbols.

The aim of this paper is hence to investigate the relationship between BSTAs
and P systems based on the similarity of the forms of parallelism they consider.
Since P systems are used to process multisets, the first thing we do is to define a
variant of BSTAs, called MBSTAs, that can be used to accept multiset languages
rather than languages of strings. As usual when passing from string languages
to multiset languages ([12]), we show that MBSTAs can accept every context-
free multiset language. Then, we face the problem of translating a MBSTA into
an equivalent P system (used as language acceptor [9]). To this aim we define
another (equivalent) variant of MBSTAs, called Regular MBSTAS, in which some
regularity conditions are assumed. Finally, we define a translation of RMBSTAs
into P systems and prove that P systems obtained after translation are as efficient
as the original RMBSTAs.

2 Background

Let N be the set of natural numbers and Nt denote N\ {0}. Elements of sets
are enumerated between { and }, while elements of multisets are enumerated
between { and [}. Given a finite alphabet A, we denote by A* the set of all finite
strings over A, namely € € A*, for € the empty string, and aw € A*, for a € A
and w € A*. Given two sets of strings Z, Zs, their concatenation is denoted
Z1.Z5 = {wiwy | w1 € Z1,wy € Zs}. The number of occurrences of a symbol a
in a string w is denoted |w|,; moreover, given a set Z C A, |w|z = Y, z|w|a-
The length of w is denoted |w|. The i*" element of w is denoted w;. We denote
with AT the set A* \ {€}. As usual, a language over A is a subset L C A*.
We denote M(A) the set of all the multisets with elements in A. The union of
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multisets is denoted by @, \ denotes both the difference between sets and the
difference between multisets, and () denotes both the empty set and the empty
multiset. Moreover, we denote with P(I) the powerset of I, that is the set of all
subsets of the set I. Given a function f : A — A, we define f" as f°(x) = z and

fr@) = f(f (@)

Definition 1 (Parikh mapping). Let A = {aj,as,...,a,} be an ordered
alphabet. The Parikh mapping over strings ¢ : A* — N" is defined as follows:

¢(’LU) = (‘w|a17 |w‘a27 R |w|an)'
The Parikh mapping of a language L C A* is defined as ¢(L) = {¢(w) | w € L}.

In the rest of the paper, we always assume alphabets to be ordered. Therefore
there is a one-to-one correspondence between Parikh vectors in NI4! and multi-
sets over A. For this reason, with a slight abuse of notation, we assume to denote
by ¢(w), for any string w € A*, both the Parikh vector and the multiset over A
described by w.

We recall from [22] the definition of Binary Systolic Tree Automata [14,17].

Definition 2 (Binary Systolic Tree Automaton). A Binary Systolic Tree
Automaton (BSTA)! is a construct K = (A,Q,F, f,g), where A is the finite
input alphabet, Q U {#} is the finite operating alphabet (with f being a special
symbol outside of A, Q), FF C QU {#} is the accepting alphabet, f: (Q U {#}) x
(QU{t}) — QU {4} is the processing function and g : AU {} — QU {#} is
the input function. Moreover, the processing function is such that f(xz,y) = iff
x =y = f; while the input function is such that g(x) =t iff x = .

A BSTA is interpreted as an infinite complete binary tree, in which the
processing function f is associated with each node. A BSTA can accept strings
on the alphabet A in the following way. Given a string w € A* having length
m, we take the smallest level n of the tree with at least m nodes. If m < 2™,
let £ = 2" — m. The string wi’ is transformed by means of the input function,
by applying ¢ to each one of its symbols, preserving the ordering. The string in
(QU{ti})* obtained is then fed to the level n of the tree. Precisely, the symbols
in the transformed string are given as input, in order, to the nodes of the cut at
level n, starting from the leftmost node.

At the first step, once each node of the cut has an input in Q U {t}, all
processing functions of the level n — 1 get, in parallel, the two inputs from their
children nodes and produce their results, a symbol in Q U {f} for each node.
This process is iterated for n steps, resulting in a symbol ¢ € Q U {f} being
produced in the root of the tree. If ¢ € F' then the string is accepted, otherwise
it is rejected by the BSTA.

The definition of BSTAs reported here, from [22], includes constraints on the
behaviour of the processing and input function when dealing with the special
symbol f§ which were not assumed in the original definition ([14]). Note that

! Also known in the literature by the acronyms SBTA and BT-VLSIL
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Fig. 1. BSTA accepting computation Fig. 2. BSTA rejecting computation

such constraints on functions f and g imply that the value of function f(f,z),
for x € Q, is irrelevant, since it is never used by a BSTA. In fact, at each level
of the tree, any and all # symbols may only occur at the end of the string.

Definition 3 (Language accepted by a BSTA). Consider a BSTA, K =
(A, Q. F, f,g). We define f: (QU{t})" — (QU{E}H" and g : (AU {t})" —
(QU{E})* as follows:

flwiwsy ... wy) = f(wr, w) f(ws, wq) ... f(Wm—1, W) if m is even;
g(wrws ... wy) = g(wr)g(ws) ... g(wn,).

Given a string w € A*, let n € N be such that |w| < 2™. Then w is accepted by
K at level n iff [ (g(wi*)) € F, where £ = 2" —|w|. The string w is accepted by
K iff it is accepted at the smallest level n with |w| < 2™. Finally, the language
accepted by K is the set of strings L(K) = {w € A* | w is accepted by K}.

Ezample 1. Let us consider the BSTA K = (A4,Q, F, f,g) where A = {a,b},
Q ={a,b,v/, X}, F = {v}, g is the identity function, and f is defined as follows:

fla,a)=a f(b,0)=b f(a,b)=v f(11) =1

and f(x,y) = X for any other pair of symbols not defined above. Two possible
computations of K are shown in Figure 1 and 2. The language accepted by the
BSTA is L(K) = {a®>"v*" | n € N}.

A useful property for the definition of BSTAs is to be able to give the string
as input to any level of the tree with enough nodes, by relaxing the constraint
that requires it to be fed to the smallest possible level. We recall the definition
of stable BSTA, for which the result of either acceptance or rejection of a string
w is independent of the actual level n (Jw| < 2™) to which the string is fed.
Moreover, each BSTA can be transformed into an equivalent stable BSTA, as
shown by the theorem which follows.

Definition 4 (Stable BSTA). A BSTA K = (A, Q,F, f,g) is stable iff for
each string w € A* and for all n1,ny € N with |w| < 2™ < 22 4t holds that

w s accepted by K at level ny <= w is accepted by K at level ns.

Theorem 1 ([14,22]). For every BSTA K there exists a stable BSTA K' such
that L(K) = L(K').
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3 Multiset Binary Systolic Tree Automata

A Multiset Binary Systolic Tree Automaton (MBSTA) has the same structure
of a BSTA, but it accepts multisets. Because multisets have no order among the
elements, the elements of the multiset can be given as input to the nodes of the
cut in any order. For a multiset to be accepted by a MBSTA there needs to be
some order of the symbols yielding a final symbol in the root of the tree.

Definition 5 (Multiset language accepted by a MBSTA). Consider a
MBSTA, M = (A, Q,F, f,g). Given a multiset u € M(A), let n € N be such
that |p| < 2™. Then p is accepted by M at level n iff there exists a string w € A*
such that ¢(w) = p and [ (g(wi’)) € F, where £ = 2" — |u|. The multiset p
is accepted by M iff it is accepted at the smallest level n such that |p| < 2™.
Finally, the multiset language accepted by M is set of multisets L(M) = {u €
M(A) | p is accepted by M}.

The multiset language accepted by a MBSTA is obtained from the language
accepted by the BSTA having the same structure through the Parikh mapping.

Proposition 1. Assume a BSTA K = (A,Q,F, f,g) and the MBSTA M =
(A, Q, F, f,g) having the same structure. Then

1. If a string w € A* is accepted by K at level n then the multiset p(w) € M(A)
is accepted by M at level n;

2. If a multiset u € M(A) is accepted by M at level n then there is a string
w € A* such that ¢(w) = p and w is accepted by K at level n.

Proof. Directly by Definition 5.

Corollary 1. Assume a BSTA K = (A,Q, F, f,g) and the MBSTA M = (A,Q,
F, f,g) having the same structure. Then L(M) = {¢(w) | w € L(K)}.

The notion of stability is trivially extended to MBSTAs. Moreover, analo-
gously to BSTAs, a MBSTA can always be transformed into an equivalent stable
MBSTA.

Definition 6 (Stable MBSTA). A MBSTA M = (A,Q,F, f,g) is stable iff
for each multiset p € M(A) and ny,ne € N with |u| < 2™ < 2"2 4t holds that

w is accepted by M at level ny <= p is accepted by M at level no.

Proposition 2. Let K = (A, Q,F, f,g) be a stable BSTA. Then the MBSTA
M = (A,Q,F, f,g) having the same structure is stable.

Proof. Assume any multiset u € M(A) and any pair of naturals ny, ne € N such
that |u| < 2"t < 2"2. We prove that if u is accepted by M at level ny then p is
accepted by M at level ng, the converse case is analogous. If u is accepted by M
at level nq, then by Proposition 1 (case 2) there exists some w € A* such that
¢(w) = p and w is accepted by K at level n;. Since K is stable we infer that
w is accepted by K at level ng, thus implying, through Proposition 1 (case 1),
that u is accepted by M at level ns.
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Theorem 2. For every MBSTA M there exists a stable MBSTA M' such that
L(M) = L(M'").

Proof. Given the MBSTA M = (A,Q,F, f,g), we consider the BSTA K =
(A,Q, F, f,g) having the same structure of M. From Theorem 1 there exists a
stable BSTA K' = (A,Q', F', f',¢') with L(K) = L(K’). Consider the MBSTA
M = (A,Q,F', f',¢') having the same structure of K’. From Proposition 2 we
have that M’ is stable. It remains to be shown that L(M’) = L(M). We prove
that for any p € M(A), u € L(M) implies p € L(M’), the converse is analo-
gous. If € L(M), then by Corollary 1 we infer w € L(K) for some w € A* with
¢(w) = p. From L(K) = L(K') we infer w € L(K’). Since K’ and M’ have the
same structure, by Corollary 1 it follows u € L(M’).

3.1 MBSTAs and MFAs

In this section we briefly study the expressive power of MBSTAs, by showing
that they can accept all the languages recognized by Multiset Finite Automata.
A Multiset Finite automaton (MFA) [12] is a finite automaton in which the input
is given by a multiset of symbols of the alphabet. It starts in its initial state with
the whole multiset of symbols, and changes its current state based on the state
itself and on a symbol which is chosen from the multiset. The chosen symbol
is removed from the multiset. The MFA stops when either no move is possible
or the multiset is empty. We also recall the important fact that MFAs have the
same expressive power as Multiset Context-Free Grammars ([12]), therefore they
accept the class of context-free multiset languages.

Definition 7 (Multiset Finite Automaton). A Multiset Finite Automaton
is a construct A = (A, Z, W, zp,t), where A is the input alphabet, Z is the finite
set of states, W is the set of accepting states (W C Z), zy € Z is the initial
state, and t is the transition function (¢: Z x A — P(Z)).

Definition 8 (Multiset language accepted by a MFA). Given the Multiset
Finite Automaton A = (A, Z, W, z9,t), a configuration of A is a pair (z,u),
where z is a state, z € Z, and p is a multiset of symbols, p € M(A). Let -
denote the following relation on configurations, whose reflexive and transitive
closure is denoted F*:

(o) (2, 1) <= & €t(z,a), a€ A ' = p\fal.

A multiset p € M(A) is accepted by A iff (z0, ) F* (2,0) for some z € W. The
multiset language accepted by A is L(A) = {u € M(A) | p is accepted by A}.

Theorem 3. Given an alphabet A, every context-free multiset language L is
accepted by a MBSTA.

Proof. The proof follows that in [17]. Consider the MFA A = (A, Z, W, 2, t) with
L(A) = L, and build a MBSTA K = (A,Q, F, f,g) with L(K) = L as follows.
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The processing alphabet @ of K is defined as Q = P(Z x Z), where each
symbol in @ corresponds therefore to a set of pairs (21, 22) of states of A.
The input function g : AU{} — Q U {4} is defined as follows:

g(a) ={(zi, %)) | zi,2 € Z, zj € t(2,0a)} a €A
9(8) =&
while the processing function f: QU {#} x QU {t} — Q U {f#} is defined as

FLT) = {(zi,25) | (zis26) €1, (21,25) € J};
[ 8) =1
f(88) =18
Finally, let Fy = {I € Q | 3z € W. (20, 2) € I}; then the accepting alphabet is

P Fou{t} ifzo e W;
B FO 1fZQ¢W

Let us consider any node of the binary tree computed according to f and g
from a string wi’ being fed at some level n, with w € A* and £ = 2" —|w|. Assume
I # ¢ and let o(I) be the substring of w corresponding to the ordered sequence
of leaves being descendants of I. It is easy to see that I contains precisely the
pairs of states (21, z2) such that there exists a path in A labelled by the symbols
in o(I); i.e., given o(I) = ajas...ag, then (z1,2;) € I iff there exist states
21,29, ..., 2k+1 such that for all i < k we have z;11 € t(z, ;).

Assume now an arbitray multiset p € L(A). Then there exist a string w =
aj...ap € A* with ¢(w) = p and configurations (zo, o) F (z1,01) F -+ F
(2k, ttk+1) such that for all ¢ we have p;1 = p; \ {a;}, and “k € W is an
accepting state. For n such that k < 2" consider the node I = f "(G(wi F)).
We have (zo, zi) € I and, since x € W, we have I € F. Therefore u € L(K).

Assume p € L(K). Then there exist a n such that k& < 2™ and a string w =

1...a, € A* with ¢(w) = p, anode I = f (g(wh2"—*)) € F and configurations
(20, o) F (21, 1) b -+ b (2K, pg+1) such that for all ¢ we have ;1 = p; \ {a;}-
From I € F we infer z, € W. Therefore 1 € L(A). We conclude L(K) = L(A).

3.2 Regular MBSTAs

We introduce variants of BSTAs and MBSTAs, called Regular BSTAs (RBSTAS)
and Regular MBSTAs (RMBSTAS) respectively, in which some regularity con-
ditions are assumed. Regular MBSTA will be used as an intermediate formalism

to ease the construction of a P system which accepts the same multiset language
as a given MBSTA.

Definition 9 (Regular (M)BSTA). A Regular BSTA (resp. Regular
MBSTA ) is a BSTAC = (A, Q, F, f,g) (resp. MBSTA M = (A, Q, F, f,g)) such
that @ can be partitioned into the sets Q, = {q1,...,qn} of plain symbols, and
Q) = {q,ﬁlﬂ, .., @5} of tagged symbols, and the following regularity conditions
for the functions f and g are satisfied:
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(z) € Qy, for all x € A;

(q1,42) € Qo; for all q1,q2 € Qo;
(q1,4) € Q, for all q1 € Qo U Q%;
flar,q2) € Q, for all 1 € Qo, g2 € Q3.

Theorem 4. Let K = (A, Q,F, f,g) (resp. M = (A, Q,F, f,g)) be a stable
BSTA (resp. stable MBSTA). Then we can effectively construct a stable RBSTA
K' =(ANQ,F', f',g) (resp. stable RMBSTA M' = (A, Q', F', ', g)) such that

- L(K) = L(K') (resp. L(M) = L(M'"));
~ Q' can be partitioned into the sets Q, = Q and Qf = {2* | z € Q}.

-9
-/
f

Proof. Let F' = FU{2* | z € F}, and let f’ be defined as follows:

S or 005 € Qo (m9) = 5 then (@) 5 ond f'1f) =
— for x,2 € Q,, if f(x,f) = z then f'(x,f) = 2% and f'(2F,4) =
- =4
We prove that the thesis holds for BSTAs and MBSTAs by showing that for

all strings w € A* and n such that |w| < 2™, w can be accepted by K (resp. M)
at level n iff w can be accepted by K’ (resp. M’) at level n.

Let £ = 2" — |w|, and let u; = (?)z@(wﬁe)), up = (W)i(ﬁ(wﬁz)), for i €

{0,...,n}. Note that |u;] = |ui| = 2"~%. Moreover, let us define the function
0:(QoUQLU{ENT — (QoU{t})T as follows:

0(z) = O(zF) =z z € Q,

o(e) =

O(xy...xp) =0(x1)...0(xk)

It suffices to show that for all ¢ € {0,...,n}, u; = 0(u}), which can be proved by
induction. As regards the base case, ug = 6(uy), since uy = ug € (Q, U {#})™.
In the inductive case, assume u; = 6(u}); we need to prove that w;y; =
O(wj, ). By the definitions of g and f’, for all i, each string w; is of the form
qr--qrf.. . f with ¢; € Q, for all i < k and ¢z € Q, U Q%. As a consequence,
only either one of the following two cases may occur (in the following, we assume

fle)=e):

— Case u} = aw, with . € Q}, v € {§}*. It holds that u; = 8(u}) = v]
If |of is even, then uj, ; = f'(uj) = f(u;) = wit1, and hence 0( i) =
9(u2+1) = Uj41-
If laf is odd, let u; = o'zfv’, with o/ € QF, =
Uit — Fla'ate') = F(@)f (@, () = (&) (f

O(uiyy) = F(&) fa,8) F(0') = flui) = it
— Case u, = axfv, with a € Q%, v € Q,, v € {#}*. It holds that u; = (u}) =

axv.

€ Qo, v € {t}*. Then
(z,8))* f(v'), and hence
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If |af is odd, let v, = o/yzfv, with o/ € QF, y € Q,. Then Uj =
flla'yat) = f(a)f'(y,2))f(v) = f(a) (f(y,2))* f(v)); hence O(u,,)
f(a) fly. ) fv) = = Uit1. _

If |a| is even, let u) = axffv’, with v € {#}*. Then u},, = f'(azft’) =

F@) 1@ 91 () 7(2 (2,£))} (1)) (recall that f(r,2) # § by defini-

7
Flus

- Q) (f ©
tion). Hence 0(u; ) = f(a) f(z,4) f(v') = flwi) = g1

4 P Systems

P systems [23] are a bio-inspired computational formalism, where the behaviour
is driven by evolution rules applied to multisets of objects. A P system is com-
posed of a hierarchy of membranes, each containing a multiset of objects and
a set of evolution rules. Evolution rules describe how the objects of the system
evolve, for example they can be used to describe chemical reactions, i.e. rules
in which some objects interact and, as a result, they are transformed into some
other objects. Given a membrane m, its evolution rules in the set R,, can be
applied only to the objects contained in the same membrane, and not in any
other membrane. Many versions of P systems have been defined [2,4,7]. Formal
semantics of different versions of P systems are presented in [1,3,5,8,10,11].

An evolution rule is of the form v — v, where u and v are multisets whose
elements are called reactants and products, respectively. When a rule is applied,
the reactants are removed from the membrane and the products are added to the
target membrane, which could be a different membrane than the one in which
the rule is applied. Membranes are univocally labelled with natural numbers.
Given a membrane m, the products of a rule associated with m are described by
a multiset of (possibly) labelled objects having the following forms: a, meaning
that the object a is added to the same membrane m; a,,;, meaning that the
object a is to be sent out of the membrane; a;,,, meaning that the object a is
to be sent into the child membrane labelled by z.

An evolution rule is said to be cooperative if it contains more than one reac-
tant, otherwise the rule is called non-cooperative. This naming is also extended
to P system models, that is, a non-cooperative P system is such that all its rules
are non-cooperative, otherwise it is a cooperative P system.

A formal definition of P systems follows.

Definition 10. A P system is a tuple II = (V, p, w1, ..., wn, R1,..., Ry,) where:

— V is a finite alphabet whose elements are called objects;

— 1t C NXN describes the tree-structure of membranes, where (i,j) € u denotes
that the membrane labelled by j is contained in the membrane labelled by i;

- w;, with 1 < @ < n, are strings from V* representing multisets over V.
associated with membranes 1,2,....n of u;

- R;, with 1 <4 < n, are finite sets of evolution rules associated with mem-
branes 1,2,...,n of u.
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ra— a b cd,

mia®— cl,

Fig. 3. An example of P system model

A characteristic of P systems is the way in which rules are applied in each
step, namely with mazimal parallelism. In each step, evolution rules are applied
in a maximal non-deterministic way in all membranes, that is, in each membrane,
a multiset of rules is selected non-deterministically to consume the membrane
objects, in such a way that no other rule can be applied to the objects which are
not involved in any rule application.

A configuration of a P system is given by an association of its membranes with
multisets of objects. The multisets of objects wy, ..., w, in the definition of a P
system IT represent the initial configuration of IT. A computation is a sequence of
transitions between configurations of a given P system II starting from the initial
configuration. Each transition of a computation describes a maximally parallel
step. A computation is successful if and only if it reaches a configuration in which
no rule is applicable. The result of a successful computation can be defined in
different ways. Unsuccessful computations are those computations which never
halt, thus yielding no result.

Ezample 2. Figure 3 depicts a P system with two membranes, labelled 1 and 2.
The rules r; and r9 are associated with membrane 1, while membrane 2 has no
rules associated with it. An application of rule 11 = a — a bjn, c?nz causes a copy
of object b and two copies of object ¢ to be sent into the inner membrane 2. The
object a is still present after the application, since it appears in the right-hand
part of the rule. Rule ro = a? — c?n,z, instead, can be applied to a pair of objects
a, and results in sending three copies of the object ¢ into membrane 2. The initial
state, as depicted, contains two copies of object a in membrane 1, and no objects
in membrane 2.

At the first step, either rule ry or r9 is applied. In fact, both the rules are
enabled, since their reactants are present in the membrane. Actually, if rq is
applied to an object a, then the maximality requires it to be applied also to the
other copy of a. This application sends the objects b%c* into membrane 2. The
objects contained in membrane 1 remain aa after the application, therefore the
double application of rule r; can be repeated in the subsequent step. Whenever
rule 7o is applied, it causes the two copies of a in membrane 1 to disappear,
thus terminating the computation. In such a case, the objects ccc are sent into
membrane 2. Therefore, any computation of this P system is composed of a
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sequences of steps in which only r; is applied (twice per step), followed by a
last step in which rule 7y is applied once. Therefore, whenever the P system
terminates, membrane 2 contains a multiset of objects b* ¢2**3, for some k > 0.

A P system can be used either as an acceptor or as a generator of a multiset
language over an alphabet A [9]. In the first case, a multiset over A is inserted
in the outmost membrane of the P system and the result of its computations
says whether such a multiset belongs to the multiset language accepted by the P
system or not. In the second case the P system has a fixed initial configuration
and can give as results (possibly in a non-deterministic way) all the possible
multisets belonging to a given multiset language.

In order to investigate the relationship between (R)MBSTAs and P systems
let us recall from [9] the definition of P system used as language acceptor. From
[6] it follows that any P system IT can be translated into an equivalent P system
IT" having a (flat) membrane structure that consists only of one membrane.
Hence, we consider in this paper only flat acceptor P Systems.

Definition 11. A flat acceptor P system over an alphabet A is a P system
II=(AUCU{T} 0, u1,Ry), where:

— C is a set of control objects such that ANC = 0;
— T is a special object not contained in AUC;
— p1 15 a multiset of objects in C.

A multiset 1 of objects over A is accepted by II iff, by adding p to p1, then
a final configuration can be reached with T occurring in the membrane.

The multiset language accepted by a flat acceptor P system II is denoted
Ps(IT) (as Parikh set).

4.1 Simulating RMBSTAs with P Systems

Let R = (A,Q, F, f,g) be a RMBSTA. Recall that ) can be partitioned into
the sets Q, = {q1,-..,qn} of plain symbols, and Q¥ = {qiﬂ, .., @5} of tagged
symbols. Moreover, assume, without loss of generality, that AN Q = (.

Let us consider two fresh symbols: ¢, F & AU Q. Symbol  is a special trap
symbol that will be used to denote invalid computations, while F (dual to T)
will be used to denote computations that do not accept the input multiset.

We construct an acceptor P system IIg = (AUCU {T},0,u1, R1) where
C=QU{F, 4 O}, u1 = {f}, and Ry is composed of the rules shown in Figure 4.

Theorem 5. Let R = (A,Q,F, f,g) be a RMBSTA, and let lIr = (AUC U
{T},0, p1, R1) be the corresponding acceptor P system. Then, for any multiset
€ M(A) the following implications hold:

1. p is accepted by R at level n = p can accepted by IIr in no more than
n + 2 steps;
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x—y ify=g(z),ze A

TY — 2z if 2= f(2,9); 2 € Qo, ¥, 2 € Qo UQY
xf — 24 ifz:f(ac,]:i);ac,zEQc,uQ?7
zf — T ifzeFN(Q,UQ?)

af —F ifze(QoUQH)\F
gf—T ifteF

f o F ift¢F

f—

x — & if r € QoUQE

2T — & iteeQouQl

2F — & if r € QoUQE

&=

Fig. 4. Evolution rules of a P system which simulates a RMBSTA

2. 1 is accepted by Ilp in 1 step = u s accepted by R at level O;
3. u is accepted by Ilp in n 4+ 2 steps, withn > 0 = u is accepted by R at
level n.

As a consequence of these implications we have L(R) = Ps(IIR).

Proof. Item 1. Let us consider an accepting computation of the RMBSTA R,
starting from a string w € A* such that ¢(w) = p. Let £ = 2" — |w|, and

wy, = ?(n_h) (g(wi?)), for h € {0,...,n}. It holds wy € F.

If jw| = 0, then Vh € {0,...,n}. w, € {#}T. Since u is accepted, wg =4 € F.
The initial configuration of ITg contains only §, from which the transition  — T
can be performed, reaching a final accepting configuration.

Assume |w| > 0. For all h € {0,...,n}, w, = wjf...4, with |w,| = 2",
wy, = q1-.-qk, VJ < k.q; € Qo, and ¢ € Q, U Q*. BEach application of the
processing function f may only involve pairs of symbols (x,y) from one of these
sets: Qo X Qo; Qo x QF; Qo x {#}; {#} x {#}. Note that, for the above cases
(except for f(#,1)), IIr contains evolution rules which simulate the behaviour of
f. In fact, for the first two cases, IIr contains an evolution rule xy — z, with
z = f(z,y), while in the third case a rule zf — zf, with z = f(z, ), is present.
Since each symbol in wy, is used exactly in one application of f, according to
the definition of the evolution rules of the P system IIg, the resulting string
w1 is such that the transition ¢(wy,§) — ¢(wj,,,4) can be performed by ITg.
Therefore, the P system can perform, from the initial state ¢(wt), the sequence
of n + 2 transitions ¢(wf) — d(w,f) — -+ — d(wilf) — &(T), where
the first transition corresponds to the application of function g, and the last
transition is made possible because wj, = wy € F'.
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Item 2. In this case, only rule § — T may have been applied to the initial
state U {|f[}, for the input multiset © = () € M(A), which implies § € F’; hence
1 can be accepted by R at level 0. Otherwise, if || > 0, then the P system may
not have reached a final accepting configuration in one step. In fact, the only
way to yield T is to apply rule § — T while, at the same time, rules x — y with
y = g(z) are applied to each symbol in p, thus yielding a non-final configuration.

Item 3. Let us consider an accepting computation 79 — v1 — -+ — Yn12,
n > 0. It holds v,42 = {T[}, since no symbol in Q U {F,{, {} may be present
(note that no more than one of either T or F may be present in a configuration).
In turn, either v,11 = {i} or yn41 = {zf}. The former case implies that
Vi € {0,...,n}. vi = {|§]}, since the only rule which may have been applied is
# — . Hence p = (), which can be accepted by R at any level n > 0.

Let us consider the case 7,411 = {zfi}, with x € FNQ. Let Q = QXU(Q%.Q%),
namely é contains all strings composed of symbols from @, possibly ending with
a symbol from Qﬁ We prove that Vi € {0,...,n}, if y,41-; = ¢(aff) with a € @,
la| < 2% and f (aﬂz) € FNQ where ¢ = 2 — ||, then y,_; = ¢(34) with 3 € Q,
18] < 2+, and [ (o) = T (82”), where £ = 211 —|].

Assume 7y,—; = ¢(aff). Due to the maximally-parallel semantics of P systems,
Yn—i—1 = ¢(Bf). In fact, ¢(af) may only have been obtained by either (i) |«
applications of rule xy — z yielding each symbol in «, and one application of
g — t; or (ii) |a] — 1 applications of rule xy — z yielding each but one symbol
in o, and one application of zff — z§. Moreover, note that |ﬁ|Quo < |0‘|Q5 <1

Therefore, in both cases, af? = f(31"), and hence fi(aﬁz) fiJrl(ﬁﬁél).
Note that, at the beginning, vo = p U {|f[}, hence v; = {|g( ) | @ e plt U{8l}-
It follows that since Y11 = {|lzt} with 2 € F N Q, then f (wif) € F N Q, for
w'),

some string w € Q such that ¢(wh) = ;. Therefore w = g(w’), for some w’ such
that ¢(w') = p, from which we conclude f (g(w')¢) = fn(g(w'ﬁe)) eFNQ.
Finally, note that Item 1 implies L(R) C Ps(IIg), while Items 2 and 3 imply

Ps(Ilg) C L(R) (note that the initial configuration of ITg does not contain T,
hence it needs at least one step to reach a final accepting configuration).

5 Conclusions

In this paper we have related systolic automata and P systems. We have extended
systolic automata to accept multisets of symbols, by introducing Multiset Binary
Systolic Tree Automata (MBSTASs). In particular, we have shown how an equiv-
alent variant of MBSTAs (called Regular MBSTAs) can be easily translated into
cooperative P systems.
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