# An Asymptotic Competitive Scheme for Online Bin Packing 

Lin Chen, Deshi Ye, and Guochuan Zhang ${ }^{(\boxtimes)}$<br>College of Computer Science, Zhejiang University, Hangzhou 310027, China<br>\{yedeshi,zgc\}@zju.edu.cn


#### Abstract

We study the online bin packing problem, in which a list of items with integral size between 1 to $B$ arrives one at a time. Each item must be assigned in a bin of capacity $B$ upon its arrival without any information on the next items, and the goal is to minimize the number of used bins. We present an asymptotic competitive scheme, i.e., for any $\epsilon>0$, the asymptotic competitive ratio is at most $\rho^{*}+\epsilon$, where $\rho^{*}$ is the smallest possible asymptotic competitive ratio among all online algorithms.
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## 1 Introduction

Bin packing is one of the well-known combinatorial optimization problems in operations research and theoretical computer science. An instance of bin packing consists of a set of items with integral size up to $B$ (a given integer), and the goal is to pack these items into a minimum number of bins of size $B$. The offline bin packing problem, where all items are available before packing starts, is NP-hard [7]. In terms of asymptotic performance ratio, a standard measure for bin packing algorithms, de la Vega and Lueker [6] presented an APTAS and Karmakar and Karp [11] improved this result by giving an AFPTAS. Apart from this classical model, one can find many interesting extensions (e.g., $[2,17])$.

In the scenario of online bin packing, items arrive one by one in a list. Upon arrival of an item it must be irrevocably packed into a bin without knowing the subsequent items. Given an instance $I$, let $A(I)$ and $O P T(I)$ be the number of bins used by an online algorithm $A$ and the optimal number of bins needed, respectively. The asymptotic competitive ratio $\rho_{A}^{\infty}$ of algorithm $A$ is the infimum $\rho$ such that the following inequality holds for any instance $I$, where $\kappa$ is a constant,

$$
A(I) \leq \rho O P T(I)+\kappa
$$

One of the first online bin packing algorithms, First Fit, was studied by Ullman and Johnson et al. [9,15]. They proved that the asymptotic competitive

[^0]ratio of First Fit is 1.7. Then a sequence of improvements was proposed $[12,13$, 16] and the currently best known upper bound is 1.58889 [14], while the best known lower bound is 1.54037 [1]. Very recently, the competitive ratio approximate scheme was introduced to online parallel machine scheduling problems by Günther et al. [8]. For any given $\epsilon>0$, there exists an online algorithm $\left\{A_{\epsilon}\right\}$ that achieves a competitive ratio at most of $(1+\epsilon)$ times the optimal competitive ratio. Motivated by their work, we revisit the online bin packing problem. Following the simplified notion as [4], we use the competitive scheme instead of the competitive ratio approximation scheme in this paper. Our task is to design an asymptotic competitive scheme for the online bin packing problem. For simplicity, throughout the paper, we use competitive ratio instead of asymptotic competitive ratio.

Our Contribution. Let $\rho^{*}$ be the competitive ratio of a best possible online algorithm. We show the following result.

Theorem 1. The online bin packing problem admits an asymptotic competitive scheme $\left\{A_{\epsilon, \kappa} \mid \epsilon>0\right\}$ satisfying that $A_{\epsilon, \kappa}(I) \leq\left(\rho^{*}+O(\epsilon)\right) O P T(I)+\kappa$, where $\kappa$ and $\epsilon$ are constants, and the running time of $A_{\epsilon, \kappa}$ is polynomial if $B$ is fixed.

General Idea. To prove Theorem 1, we start with the bounded instances where the adversary only releases a constant number of items. Indeed, if the adversary only releases $C$ items, then the number of all the possible sequences of items is bounded by $B^{C}$, which is also a constant. It is not difficult to imagine that a best possible online algorithm for the bounded instances could be determined. Suppose this algorithm has a competitive ratio of $\rho_{0}$, then $\rho^{*} \geq \rho_{0}$ since even if we restrict the adversary to release at most $C$ items, no online algorithm has a competitive ratio better than $\rho_{0}$. The main technical part is to show that, once $C$ is large enough, we can generalize the algorithm of competitive ratio $\rho_{0}$ for bounded instances to an algorithm of competitive ratio $\rho_{0}+O(\epsilon)$ for the general instances. To this end, we introduce the notion of modified instances as an intermediate. In a modified instance, the adversary can release an arbitrary number of items, however, the item list must conform to a certain pattern. We will show that, an online algorithm for bounded instances could be generalized to an online algorithm for modified instances with a loss of $O(\epsilon)$ in its competitive ratio. Meanwhile, an online algorithm for modified instances could also be generalized to an online algorithm for general instances with a loss of $O(\epsilon)$ in its competitive ratio.

The paper is organized as follows. In Sect. 2, we provide some definitions and notations. In Sect. 3, we show how to derive a best possible algorithm for the bounded instances. It remains to show how the algorithm for bounded instances could be generalized to an algorithm for modified instances, which is further generalized to an algorithm for general instances. The latter part is easier and we address it in Sect.4, while the former part is presented in Sect. 5 .

## 2 Preliminaries

Given the bin size $B$, an input of the online bin packing problem is a list (sequence) of items $\left(J_{1}, J_{2}, \ldots, J_{n}\right)$ for $n>0$, where the $i$-th item is denoted by $J_{i}$, and we abuse the notation $J_{i}$ to denote the size of the $i$-th item, which is an integer belonging to $\{1,2, \cdots, B\}$. Given $n$ items as an input, any packing of these $n$ items into (at most $n$ ) bins could be represented by a ( $2 B$ )-tuple $(r(n), x(n))$, where
$-r(n)=\left(r_{1}(n), r_{2}(n), \ldots, r_{B}(n)\right)$, where $r_{i}(n)$ is the number of items of size exactly $i$;
$-x(n)=\left(x_{1}(n), x_{2}(n), \ldots, x_{B}(n)\right)$, where $x_{i}(n)$ is the number of bins whose free space is exactly $B-i$ for $1 \leq i \leq B$.

Obviously, $\sum_{i=1}^{B} r_{i}(n)=n$, and the number of bins used is $\sum_{i=1}^{B} x_{i}(n)$. We call $(r(n), x(n))$ as a state and write $\eta^{n}=(r(n), x(n))$. If it is clear from context, we also write $(r(n), x(n))$ as $(r, x)$ for simplicity. Let $S T_{n}$ be the set of all the states with $n$ items (i.e., all possible ( $r(n), x(n)$ )'s), and denote its cardinality as $\left|S T_{n}\right|$. We can thus list these states as $\eta_{1}^{n}, \cdots, \eta_{\left|S T_{n}\right|}^{n}$. Specifically, we will use $\eta^{n}$ to denote an arbitrary state in $S T_{n}$. Note that $S T_{0}$ consists of a unique state $\eta_{1}^{0}=(0,0, \cdots, 0)$.

Given any state $\eta^{n}=(r(n), x(n))$, we denote as $\operatorname{OPT}(r(n))$ the optimal number of bins used when the items of $r(n)$ are packed. As a consequence, we define the instant ratio of the state $\eta^{n}$ as

$$
\tilde{\rho}\left(\eta^{n}\right)=\max \left\{1,\left(\sum_{i=1}^{B} x_{i}(n)-\kappa\right) / O P T(r(n))\right\}
$$

Specifically, define $\tilde{\rho}\left(\eta_{1}^{0}\right)=1$. Here the constant $\kappa$ in the above definition is the $\kappa$ in Theorem 1.

We can interpret an online algorithm for the bin packing problem in terms of the states. Indeed, when an algorithm is applied to an item list $\left(J_{1}, J_{2}, \ldots, J_{n}\right)$, it returns a list of states $\eta^{0} \rightarrow \eta^{1} \rightarrow \cdots \rightarrow \eta^{n}$, where $\eta^{i}$ is the state in which the first $i$ items are packed. Specifically, if the competitive ratio of this algorithm is $\rho$, then $\tilde{\rho}\left(\eta^{i}\right) \leq \rho$ for any $i$, and meanwhile there exists a certain item list $\left(J_{1}^{*}, J_{2}^{*}, \ldots, J_{n}^{*}\right)$ such that $\tilde{\rho}\left(\eta^{n}\right)=\rho$. In this view, the competitive ratio of an online algorithm is the instant ratio of the worst state it could ever return.

Recall that the Next-Fit algorithm [10] for bin packing has a competitive ratio of 2 (both in terms of asymptotic competitive ratio and absolute competitive ratio). Thus $\rho^{*} \leq 2$ and we focus on states with instant ratio no more than 2 . States with instant ratio larger than 2 are deleted beforehand. Let $d$ be some constant that will be specified later and $R=S T_{d}$ for simplicity. For any integer $k>0$, we define

$$
k R=\left\{(k r(d), k x(d))=\left(k r_{1}(d), \cdots, k r_{B}(d), k x_{1}(d), \cdots, k x_{B}(d)\right) \mid(r(d), x(d)) \in R\right\} .
$$

Obviously, $k R \subset S T_{k d}$. A state $(\hat{r}(k d), \hat{x}(k d)) \in S T_{k d}$ is called a neighbor of $(k r(d), k x(d)) \in k R$ if $\left|\hat{r}_{i}(k d)-k r_{i}(d)\right|<k$ and $\left|\hat{x}_{i}(k d)-k x_{i}(d)\right|<k$
for all $i$. According to this definition, a state in $S T_{k d}$ might be the neighbor of multiple states of $k R$. To make the notion of 'neighborhood' unique, we define an assignment as a mapping that assigns every state in $S T_{k d}$ to be a neighbor of a unique state in $k R$ (which can be achieved by assigning every state in $S T_{k d}$ to an arbitrary one of its neighbors). Given an assignment, all the states in $S T_{k d}$ are divided into $|R|$ disjoint sets, with each containing one state of $k R$ and all its neighbors. Finally we define the perturbation. A perturbation is a vector $\Delta=(\Delta(r), \Delta(x))$, where $\Delta(r)=\left(\Delta_{1}(r), \cdots, \Delta_{B}(r)\right)$, $\Delta(x)=\left(\Delta_{1}(x), \cdots, \Delta_{B}(x)\right)$ with each coordinate being an integer. We define $D=\|\Delta\|_{\infty}=\max \left\{\left|\Delta_{i}(r)\right|,\left|\Delta_{i}(x)\right|\right\}$, and write $\left(r^{\prime}, x^{\prime}\right)=(r, x)+\Delta$ as the normal vector addition. It is not difficult to verify that if $O P T(r)>B D$, then

$$
\tilde{\rho}\left(r^{\prime}, x^{\prime}\right) \leq \frac{\sum x_{i}+B D}{O P T(r)-B D}
$$

The above formula is useful in characterizing how a slight perturbation will change the instant ratio of a state.

## 3 Bounded Instances

We consider bounded instances of bin packing, where the bounded instance refers to the bin packing problem in which no more than $C$ items could be released for some constant $C$. In this section we will determine the competitive ratio of the best possible online algorithm for the bounded instances via a dynamic programming algorithm. Indeed, a best algorithm for bounded instances could also be simply determined by brute force. However, as it needs to be further generalized, the dynamic programming algorithm will provide additional information on its structure.

We establish a layered graph $G$, in which there are $\left|S T_{h}\right|$ vertices at the $h$ th layer, each corresponding to some $\eta_{i}^{h}$. With a slight abuse of the notation we also use $\eta_{i}^{h}$ to denote its corresponding vertex. For every $\eta_{i}^{h}$, we construct $B$ vertices, namely $\alpha_{i, j}^{h}$ for $1 \leq j \leq B$ representing the release of item of size $j$ by the adversary. For simplicity, all the $\alpha_{i, j}^{h}$ are denoted as vertices of the $(h+1 / 2)$-th layer. There are only edges between vertices of the $h$-th layer and the $(h+1 / 2)$-th layer, and between vertices of the $(h+1 / 2)$-th layer and the $(h+1)$-st layer. Indeed, there is an edge between $\eta_{i}^{h}$ and $\alpha_{i, j}^{h}$ for any $h, i$ and $1 \leq j \leq B$. There is an edge between $\alpha_{i, j}^{h}$ and $\eta_{k}^{h+1}$, if by packing the item of size $j$ into a certain bin, the state $\eta_{i}^{h}$ is changed to $\eta_{k}^{h+1}$.

Now we can easily associate an online algorithm with a path in the layered graph $G$. If the adversary releases $n$ items of sizes $J_{1}, J_{2}, \cdots, J_{n}$, and meanwhile the algorithm returns a series of states $\eta_{i_{0}}^{0}$ (obviously $i_{0}=1$ since $S T_{0}$ contains only one element), $\eta_{i_{1}}^{1}, \cdots, \eta_{i_{n}}^{n}$, then associate it with a path in the graph as $\eta_{i_{0}}^{0} \rightarrow \alpha_{i_{0}, j_{1}}^{0} \rightarrow \eta_{i_{1}}^{1} \rightarrow \cdots \rightarrow \alpha_{i_{n-1}, j_{n}}^{n-1} \rightarrow \eta_{i_{n}}^{n}$.

Meanwhile, any path of length $2 n$ that starts at $\eta_{1}^{0}$ and ends at $\eta_{i}^{n}$ for some $i$ represents the packing of $n$ items by a certain online algorithm. We adopt the idea of [4] to reformulate the problem of finding the best online algorithm for
bounded instances into the following problem on a game between the adversary and the packer:

- Initially the game starts at the vertex $\eta_{1}^{0}$.
- If currently the game arrives at the vertex $\eta_{i}^{h}$ for $h<C$, then the adversary either decides to end the game, or moves the game to some $\alpha_{i j}^{h}$ that is incident to $\eta_{i}^{h}$. If the game arrives at the vertex $\eta_{i}^{h}$ for $h=C$, then the game ends.
- If currently the game arrives at the vertex $\alpha_{i j}^{h}$, then the packer chooses to move the game to some $\eta_{k}^{h+1}$ that is incident to $\alpha_{i j}^{h}$.

Again we take the above figure as an example. Starting at $\eta_{1}^{0}$, if the adversary releases an item of size 1 , he moves the game to $\alpha_{1,1}^{0}$. Then the packer packs this item into one bin, meaning that he moves the game to $\eta_{1}^{1}$. Now the adversary could either choose to stop the game, or continue to release items. If he releases a new item of size 1 , the game arrives at $\alpha_{1,1}^{1}$.

If the game ends at $\eta_{i}^{h}$ for $h \leq C$, then the utility of the adversary is defined to be $\tilde{\rho}\left(\eta_{i}^{h}\right)$, while the utility of the packer is defined to be $-\tilde{\rho}\left(\eta_{i}^{h}\right)$. Starting from $\eta_{1}^{0}$, if the packer always packs items according to Next-Fit, then obviously the adversary could choose to release a certain list of items such that the game ends at some $\eta_{i}^{h}$ with $\tilde{\rho}\left(\eta_{i}^{h}\right)$ about 2 . If the packer is smart enough, he would resort to an optimum online algorithm (with the competitive ratio of $\rho^{*}$ ) so that no matter how the adversary releases items, he is always able to move the game to some $\eta_{i}^{h}$ with $\tilde{\rho}\left(\eta_{i}^{h}\right) \leq \rho^{*}$. Thus, $-\rho^{*}$ is the largest possible utility the packer could achieve starting at $\eta_{1}^{0}$, and meanwhile $\rho^{*}$ is the largest possible utility the adversary could ever achieve. Analogously, we define $\rho\left(\eta_{i}^{h}\right)$ to be the largest utility the adversary could get by releasing at most $C-h$ additional items, which implies that starting at $\eta_{i}^{h}$, the optimum "online" algorithm would have a competitive ratio of $\rho\left(\eta_{i}^{h}\right)$. Now we provide a dynamic programming algorithm to compute the value of $\rho\left(\eta_{i}^{h}\right)$. Obviously we have $\rho\left(\eta_{i}^{h}\right) \geq \tilde{\rho}\left(\eta_{i}^{h}\right)$.

Note that the adversary is no longer able to release items if the current scenario is some $\eta_{i}^{C} \in S T_{C}$. Thus we have $\rho\left(\eta_{i}^{C}\right)=\tilde{\rho}\left(\eta_{i}^{C}\right)$.

Let $N\left(\alpha_{i, j}^{h}\right)$ be the set of vertices at the $(h+1)$-st layer that are incident to the vertex $\alpha_{i, j}^{h}$, for any $i, j$ and $h \leq C-1$. Then:

$$
\rho\left(\alpha_{i, j}^{h}\right)=\min _{k}\left\{\rho\left(\eta_{k}^{h+1}\right) \mid \eta_{k}^{h+1} \in N\left(\alpha_{i, j}^{h}\right)\right\}, \rho\left(\eta_{i}^{h}\right)=\max \left\{\tilde{\rho}\left(\eta_{i}^{h}\right), \max _{j}\left\{\rho\left(\alpha_{i, j}^{h}\right)\right\}\right\}
$$

We give an explanation for the first equation, and the second one is similar. Suppose currently the game is at $\eta_{i}^{h}$. The adversary knows that if he releases an item of size $j$, then all the possible states by packing this new item are given by $\left\{\eta_{k}^{h+1} \in N\left(\alpha_{i, j}^{h}\right)\right\}$. Suppose the adversary is clever enough, who knows that if the game arrives at $\eta_{k}^{h+1}$, the best possible online algorithm, starting at $\eta_{k}^{h+1}$, would have a competitive ratio of $\rho\left(\eta_{k}^{h+1}\right)$. Thus, if he chooses to release an item of size $j$, the largest utility he could get is $\rho\left(\alpha_{i, j}^{h}\right)=\min _{k}\left\{\rho\left(\eta_{k}^{h+1}\right) \mid \eta_{k}^{h+1} \in N\left(\alpha_{i, j}^{h}\right)\right\}$ as the "worst case" for him is that the packer chooses to pack items in the way indicated by $\min _{k}\left\{\rho\left(\eta_{k}^{h+1}\right) \mid \eta_{k}^{h+1} \in N\left(\alpha_{i, j}^{h}\right)\right\}$.

A best possible online algorithm for bounded instances is described below.

## Algorithm 1

1. For a given constant $C$, construct the graph $G$ and calculate the $\tilde{\rho}\left(\eta_{i}^{C}\right)$.
2. For all $i$, let $\rho\left(\eta_{i}^{C}\right)=\tilde{\rho}\left(\eta_{i}^{C}\right)$.
3. For $h=C-1$ down to 1 , iteratively calculate, for all $i, j$,

$$
\rho\left(\alpha_{i, j}^{h}\right)=\min _{k}\left\{\rho\left(\eta_{k}^{h+1}\right) \mid \eta_{k}^{h+1} \in N\left(\alpha_{i, j}^{h}\right)\right\}, \rho\left(\eta_{i}^{h}\right)=\max \left\{\tilde{\rho}\left(\eta_{i}^{h}\right) \max _{j}\left\{\rho\left(\alpha_{i, j}^{h}\right)\right\}\right\}
$$

4. For the released item of size $j$ when the current state is $\eta_{i}^{h}$, let $k^{*}=\operatorname{argmin}_{k}$ $\left\{\rho\left(\eta_{k}^{h+1}\right) \mid \eta_{k}^{h+1} \in N\left(\alpha_{i, j}^{h}\right)\right\}$, then we assign this item to the bin such that the state $\eta_{i}^{h}$ is changed to the state $\eta_{k^{*}}^{h+1}$.

Remark. For simplicity we will call $\rho\left(\eta_{i}^{h}\right)$ as the ratio of the state $\eta_{i}^{h}$. Furthermore for the ease of analysis we will round up each instant ratio to be its nearest value in $S V=\{1,1+\epsilon, 1+2 \epsilon, \cdots, 2\}$, and as a consequence after computation the ratios of states also belong to $S V$.

## 4 From Modified Instances to General Instances

Let $A$ be the best possible online algorithm for bounded instances. As we have mentioned, we need to generalize it to an algorithm for general instances, and the generalization has two steps. First, we generalize it to an algorithm for the modified instances (the definition of a modified instance will be given below). Then, we generalize the algorithm for modified instances to an algorithm for general instances. We deal with the easier part in this section, i.e., roughly speaking, we show that an algorithm of competitive ratio $\rho^{*}$ for modified instances could be transformed into an algorithm of competitive ratio $\rho^{*}+O(\epsilon)$ for the general instances.

We give the definition of a modified instance. Let $l=\left(J_{1}, \cdots, J_{h}\right)$ be any list of $h$ items $(|l|=h)$. Given $l$, we use $k l$ to denote the sequence by duplicating each item of $l$ into $k$ items, i.e., $k l=\left(J_{1}^{\prime}, \cdots, J_{k h}^{\prime}\right)$, where $J_{k i+j}^{\prime}=J_{i+1}$ for $0 \leq i \leq h-1$ and $1 \leq j \leq k$, or equivalently, $k l=(\underbrace{J_{1}, \ldots, J_{1}}_{k}, \ldots, \underbrace{J_{j}, \ldots, J_{j}}_{k})$.

Given any integers $k, c>0$, we say $L$ is a modified instance or a modified list (with respect to $(k, c)$ ), if $L=\left(l_{1}, k l_{2}, k^{2} l_{3}, \cdots, k^{h} l_{h+1}\right)$, where $\left|l_{i}\right|=c$ for $1 \leq i \leq h$, and $\left|l_{h+1}\right| \leq c$. The bin packing problem for modified instances is the bin packing problem satisfying the following conditions:

- The items released by the adversary form a modified list.
- The adversary could only stop releasing items at certain times, i.e., he could only do the following:
- The adversary releases no more than $c$ items, and stops.
- The adversary releases no more than $c+k c$ items, and stops after he releases the $(c+k j)$-th item $(j \leq c)$.
- ...
- The adversary releases no more than $c+k c+\cdots+k^{h} c$ items, and stops after he releases the $\left(c+k c+\cdots+k^{h} j\right)$-th item $(j \leq c)$.

Theorem 2. Given any $\epsilon>0$, if there is an online algorithm of competitive ratio $\rho^{*}$ on modified instances with respect to any $k>0$ and $c \geq c(k, B, \epsilon)$ (where $c(k, B, \epsilon)$ is a constant only depending on $k, B$ and $\epsilon$ ), then there is an algorithm of competitive ratio $\rho^{*}+\epsilon$ for the general problem.

Proof. We prove the theorem by modifying the algorithm $A$ of competitive ratio $\rho^{*}$ for modified instances. Throughout the proof we keep track of two lists, one is the list $\sigma$ of items released in the general bin packing problem, and the other is the item list $\sigma^{\prime}$ of a modified instance which is constructed from $\sigma$ so that algorithm $A$ could return a feasible packing by taking $\sigma^{\prime}$ as an input.

In the following, we construct an algorithm for the general problem with the input $\sigma$. If the $h$-th item in $\sigma$ arrives, and $h \leq c$, we pack this item according to algorithm $A$. We have $\sigma=\sigma^{\prime}$. When the $(c+1)$-st item in $\sigma$, say, $J_{c+1}$ releases, we take it as $k$ identical items, one true item and $k-1$ fake items, and pack them according to $A$. Now we add $k$ copies of $J_{c+1}$ to $\sigma^{\prime}$. Consider the $(c+2)$-nd item. If it is different from $J_{c+1}$, then again we take it as $k$ identical $J_{c+2}$ and pack them according to $A$. Meanwhile we add $J_{c+2}$ to $\sigma$ and $k$ copies of $J_{c+2}$ to $\sigma^{\prime}$. Otherwise, it is the same with $J_{c+1}$, then we replace one fake $J_{c+1}$ with this item in the current packing. In this case, $\sigma^{\prime}$ remains the same. We proceed with the above procedure. Whenever a new item $J_{n}$ releases, we add it to $\sigma$ and check if there exists a fake item of the same size in the current solution. If yes, we replace this fake item with this new item and $\sigma^{\prime}$ remains the same. Otherwise, we add $J_{n}$ to $\sigma^{\prime}$, and another $k^{h}-1$ identical items are released together with it for some $h$ depending on the length of $\sigma^{\prime}$. Now we resort to $A$ to decide a packing for these $k^{h}$ items, and for $J_{n}$, there are $k^{h}-1$ fake items now.

Next we check the competitive ratio of the above algorithm. Let $\mu$ be the number of bins used, $r_{i}$ be the number of items of size $i$ according to $\sigma, r_{i}^{\prime}$ be the number of items of size $i$ according to $\sigma^{\prime}$. We use $|\sigma|$ to denote the number of items in the list $\sigma$ and suppose $c+k c+\cdots+k^{h-1} c<\left|\sigma^{\prime}\right| \leq c+k c+\cdots+k^{h} c$ for some $h$. Then it follows that $r_{i}^{\prime}-r_{i} \leq k^{h}$ according to the construction of $\sigma^{\prime}$.

Since the competitive ratio of $A$ is $\rho^{*}$, we have $\mu \leq \rho^{*} O P T\left(r_{1}^{\prime}, \cdots, r_{B}^{\prime}\right)+\kappa$. Meanwhile, $O P T\left(r_{1}, \cdots, r_{B}\right) \geq O P T\left(r_{1}^{\prime}, \cdots, r_{B}^{\prime}\right)-B k^{h}$ as $r_{i}^{\prime}-r_{i} \leq k^{h}$. Notice that $O P T\left(r_{1}^{\prime}, \cdots, r_{B}^{\prime}\right) \geq\left|\sigma^{\prime}\right| / B>k^{h-1} c / B$. The competitive ratio for the general bin packing is at most (for simplicity we let $O P T=O P T\left(r_{1}^{\prime}, \cdots, r_{B}^{\prime}\right)$ ).

$$
\frac{\mu-\kappa}{O P T\left(r_{1}, \cdots, r_{B}\right)} \leq \frac{\rho^{*} O P T}{O P T-B k^{h}}=\frac{\rho^{*}}{1-B k^{h} / O P T} \leq \frac{\rho^{*}}{1-B^{2} k / c} .
$$

The theorem follows by taking $c>B^{2} k / \epsilon^{2}=c(k, B, \epsilon)$.
Remark. For ease of analysis, the following sequence is also taken to be a modified instance (with respect to $(k, c)$ ): $L=\left(l_{1}, k l_{2}, k^{2} l_{3}, \cdots, k^{h} l_{h+1}\right)$ where $\left|l_{i}\right|=c$ for $2 \leq i \leq h,\left|l_{h+1}\right| \leq c$ and $\left|l_{1}\right| \geq c$, i.e., the first part of the list could contain more than $c$ items.

## 5 From Bounded Instances to Modified Instances

Let $\rho_{0}$ be the competitive ratio of the best algorithm for bounded instances (in which the adversary releases at most $C$ items). We show in this section that when $C$ is large enough, we can transform the algorithm into a $\left(\rho_{0}+O(\epsilon)\right)$-competitive algorithm for the bounded instances with respect to ( $k_{0}, c_{0}$ ) for some $k_{0}$ and $c_{0}$. Combining this result with Theorem 2, Theorem 1 follows directly. The values of $C, k_{0}$ and $c_{0}$ will be determined at the end of this section.

### 5.1 Overview of the Technique

We revisit the graph $G$ that contains all the possible states. $G$ is an infinite graph and we can only afford to compute the ratios of states in $S T_{h}$ for $h \leq C$. Note that once the adversary releases an $i$-th item with $i \leq C$, the optimal algorithm for bounded instances can refer to the ratio of the current state to decide how to pack this item (the reader may refer to Algorithm 1 in Sect.3). What if the current state is some $\eta_{i}^{n}$ for $n>C$ ? A natural idea is to do state mapping, i.e., we map $\eta_{i}^{n}$ to some proper $\eta_{i^{\prime}}^{h}$ for $h<C$. Once a new item is released, we check $\eta_{i^{\prime}}^{h}$ to see how this new item is packed, and then pack it in a similar way for $\eta_{i}^{n}$.

Modified instances are defined in order that we can carry out the above idea. Roughly speaking, we will specify some constants $\gamma$ and $k$ such that $k \gamma<C$, and take states of $S T_{h}$ for $\gamma \leq h \leq k \gamma$ as samples. Consider modified instances with respect to $(k,(k-1) \gamma)$, i.e., the item lists of the form $\left(l_{1}, k l_{2}, \cdots, k^{h-1} l_{h}, k^{h} l_{h+1}\right)$, where $\left|l_{1}\right|=k \gamma,\left|l_{i}\right|=(k-1) \gamma$ for $2 \leq i \leq h$ and $\left|l_{h+1}\right| \leq(k-1) \gamma$.

Suppose the adversary releases at most $k \gamma$ items. Obviously we can run the algorithm for bounded instances as $k \gamma<C$. Otherwise, suppose $k \gamma$ items are released and the current state is some $\eta_{i}^{k \gamma}=(r, x)$. Then according to our definition of neighborhood, with some slight perturbation $\Delta_{1}$ we have $\eta_{i}^{k \gamma}=k \eta_{i^{\prime}}^{\gamma}+\Delta_{1}$, where $\eta_{i^{\prime}}^{\gamma}$ is some state of $S T_{\gamma}$. By the definition of modified instances, after $k \gamma$ items the adversary releases $k$ identical items, denoted as $k J_{j}$ for simplicity, where $J_{j}$ is arbitrary. According to the algorithm, for bounded instances, $\eta_{i^{\prime}}^{\gamma}$ changes to $\eta_{h^{\prime}}^{\gamma+1}$, when a single item $J_{j}$ is released. We write $\eta_{h^{\prime}}^{\gamma+1}=\eta_{i^{\prime}+1}^{\gamma}+J_{j}$ for simplicity. Then we can pack $k J_{j}$ in a way such that $k \eta_{i^{\prime}}^{\gamma}+k J_{j}=k \eta_{h^{\prime}}^{\gamma+1}$, e.g., if a new bin is opened for $J_{j}$ in $\eta_{i^{\prime}}^{\gamma}$, then $k$ new bins are opened for $k J_{j}$ in $k \eta_{h^{\prime}}^{\gamma+1}$. Now we have $\eta_{i}^{k \gamma}+k J_{j}=k \eta_{h^{\prime}}^{\gamma+1}+\Delta_{1}$, and if the adversary releases the next $k$ identical items, we check $\eta_{h^{\prime}}^{\gamma+1}$ to see how to pack them.

After the adversary release $k \gamma+k(k-1) \gamma=k^{2} \gamma$ items, we arrive at some state of $S T_{k^{2} \gamma}$ which could be expressed as $k \eta_{\ell}^{k \gamma}+\Delta_{1}$ for some $\eta_{\ell}^{k \gamma} \in S T_{k \gamma}$, and again with some slight perturbation $\Delta_{2}$ we have $\eta_{\ell}^{k \gamma}=k \eta_{\ell^{\prime}}^{\gamma}+\Delta_{2}$. Hence the current state is $k^{2} \eta_{\ell^{\prime}}^{\gamma}+k \Delta_{2}+\Delta_{1}$. According to the definition of modified instances, next, the adversary releases $k^{2}$ identical items, say, $k^{2} J_{j}$. Now we can again check how a single item $J_{j}$ is packed for $\eta_{\ell^{\prime}}^{\gamma}$ and carry on the above arguments. To make the above arguments work, we need to show the following conditions: Given a state $\eta^{h}$, a slight perturbation (changing $\eta^{h}$ to $\eta^{h}+\Delta$ ) does not change the instant ratio much; and multiplication by an integer $k$ (changing
$\eta^{h}$ to $k \eta^{h}$ ) does not change the instant ratio much. It results in the following two lemmas (the complete proofs will be given in a full version of the paper).

Lemma 1. For any integers $k, d>0$, and for any $(r(d), x(d))$ such that $\sum r_{i}(d)=$ $d$, we have $k O P T(r(d))-k B^{B} \leq O P T(k r(d)) \leq k O P T(r(d))$.

Note that $O P T(r(d)) \geq d / B$. Take $d=B^{B+2} / \epsilon$ so that $B^{B} \leq \epsilon O P T(r(d)) / B$. Recall that $R=S T_{d}$. Let $C=2^{\mu} d$ for some constant $\mu$. Then we can calculate the ratio of each state of $S T_{h}$ for $h \leq C$, and an optimal algorithm for bounded instances could be determined. Let $\rho_{0}$ be its competitive ratio. Let $q \geq d$. Two states of the $q$-th layer, say, $\eta_{i}^{q}=(r(q), x(q))$ and $\eta_{j}^{q}=\left(r(q)^{\prime}, x(q)^{\prime}\right)$, are called near, if $\left|r_{i}(q)-r_{i}(q)^{\prime}\right| \leq q / d$ and $\left|x_{i}(q)-x_{i}(q)^{\prime}\right| \leq q / d$. We have

Lemma 2. For any two near states $\eta_{i}^{q}=(r(q), x(q))$ and $\eta_{j}^{q}=\left(r(q)^{\prime}, x(q)^{\prime}\right)$, $\left|\rho(r(q), x(q))-\rho\left(r(q)^{\prime}, x(q)^{\prime}\right)\right| \leq O(\epsilon)$.

The above lemma implies that the ratio of a state in $k R$ differs at most $O(\epsilon)$ to the ratio of its neighbors for any integer $k>0$.

### 5.2 Constructing an Algorithm for Modified Instances

Recall that $R=S T_{d}$. For any integer $k>0$, the states in $k R$ are called principle states of $S T_{k d}$. We consider $S T_{2^{h} d}$ for $h=1,2, \cdots, \mu$. There is a vertex for each state of $2^{h} R$, and as we mention before, all the states of $S T_{2^{h} d}$ could be partitioned into subgroups where each group consists of a state in $2^{h} R$ and its neighbors. Since a state not in $2^{h} R$ might be a neighbor of multiple principle states, as discussed in Sect. 2, we give an assignment so that it becomes a neighbor of a unique principle state.

An assignment is called compatible, if according to this assignment, $\left(r^{\prime}, x^{\prime}\right) \in$ $S T_{2^{h} d}$ is a neighbor of $(r, x) \in 2^{h} R$ implies that $\left(2^{k} r^{\prime}, 2^{k} x^{\prime}\right) \in S T_{2^{h+k_{d}}}$ is a neighbor of $\left(2^{k} r, 2^{k} x\right) \in 2^{h+k} R$ for any $k \geq 1$. A compatible assignment could be constructed easily. In the following discussion we take one arbitrary compatible assignment. We use $T(r, x)$ to denote the set of neighbors of any $(r, x) \in k R$ (including $(r, x)$ ). Define

$$
\rho(T(r, x))=\min \left\{\rho\left(r^{\prime}, x^{\prime}\right) \mid\left(r^{\prime}, x^{\prime}\right) \in T(r, x)\right\}
$$

Since for any $h$ the set $S T_{2^{h} d}$ is always partitioned into $|R|$ subgroups with each group being the set of neighbors of some principle state, we sort the states of $|R|$ in an arbitrary sequence as $\eta_{1}^{d}, \eta_{2}^{d}, \cdots, \eta_{|R|}^{d}$, where $\eta_{i}^{d}=(r(d), x(d))$ for some $r(d)$ and $x(d)$. We denote as $k \eta_{i}^{d}=(k r(d), k x(d))$.

Determining the Parameters. Consider $\left(\rho\left(T\left(2^{h} \eta_{1}^{d}\right)\right), \rho\left(T\left(2^{h} \eta_{2}^{d}\right)\right), \cdots, \rho\left(T\left(2^{h} \eta_{|R|}^{d}\right)\right)\right)$ for $h=h_{0}, h_{0}+1, \cdots, \mu$, where $h_{0}$ is some constant. Each coordinate takes some value of $1+k \epsilon$ for $0 \leq k \leq 1 / \epsilon$ and thus has at most $1 / \epsilon+1$ different possible values. Each vector contains $|R|$ coordinates. There are at most $(1+1 / \epsilon)^{|R|}$ different vectors. Thus, let $\mu-h_{0}=(1+1 / \epsilon)^{|R|}$. Among the $\mu-h_{0}+1$ vectors, we know that there exist two vectors which are identical. Let them be
$\left(\rho\left(T\left(\xi \eta_{1}^{d}\right)\right), \cdots, \rho\left(T\left(\xi \eta_{|R|}^{d}\right)\right)\right)$ and $\left(\rho\left(T\left(\lambda \xi \eta_{1}^{d}\right)\right), \cdots, \rho\left(T\left(\lambda \xi \eta_{|R|}^{d}\right)\right)\right)$ for some integers $\lambda$ and $\xi$. Then $\lambda \leq 2^{\mu-h_{0}} \leq 2^{(1+\epsilon)^{|R|}}$, which is a constant that depends on $|R|$ and $1 / \epsilon$, i.e., $B$ and $1 / \epsilon$.

According to the above arguments, we can first apply Theorem 2 with $k=$ $2^{(1+\epsilon)^{|R|}}$ and determine the parameter $c(k, B, \epsilon)$ that only depends on $k, B$ and $\epsilon$ in the theorem. Let it be $c_{0}$. Then we take $h_{0}$ such that $2^{h_{0} d} \geq c_{0}$ and let $\mu=h_{0}+(1+1 / \epsilon)^{|R|}$. Now we take $C=2^{\mu} d$ (recall that $d=B^{B+2} / \epsilon$ ) and compute the ratios of each state and find the two identical vectors from $\left(T\left(2^{h} \eta_{1}^{d}\right), \cdots, T\left(2^{h} \eta_{|R|}^{d}\right)\right)$ for $h=h_{0}, h_{0}+1, \cdots, \mu$. Again we denote the two identical vectors we find out as $\left(\rho\left(T\left(\xi \eta_{1}^{d}\right)\right), \cdots, \rho\left(T\left(\xi \eta_{|R|}^{d}\right)\right)\right)$ and $\left(\rho\left(T\left(\lambda \xi \eta_{1}^{d}\right)\right), \cdots\right.$, $\left.\rho\left(T\left(\lambda \xi \eta_{|R|}^{d}\right)\right)\right)$.

Let $\rho_{0}$ be competitive ratio of the best possible algorithm for bounded instances in which the adversary releases at most $C$ items.

Theorem 3. There exists an online algorithm whose competitive ratio is $\rho_{0}+$ $O(\epsilon)$ for the modified instance with respect to $(k, c)$, where $k=\lambda$ and $c=(\lambda-$ 1) $\xi d$.

Proof. Before starting the proof, recall that in order to apply Theorem 2, we need to show that $c=(\lambda-1) \xi d \geq c(k, B, \epsilon)=c(\lambda, B, \epsilon)$. Since $\lambda \leq 2^{(1+\epsilon)^{|R|}}$, we have $c(\lambda, B, \epsilon) \leq c\left(2^{(1+\epsilon)^{|R|}}, B, \epsilon\right)=c_{0}$. Meanwhile, $2^{h_{0} d} \geq c_{0}$, thus $(\lambda-1) \xi d \geq$ $\xi d \geq 2^{h_{0}} d \geq c_{0} \geq c(\lambda, B, \epsilon)$.
Now we come to the proof of the theorem. Let $A$ be an optimal algorithm for the bounded instance. Now the list of items released by the adversary is of the form $l=\left(l_{1}, \lambda l_{2}, \lambda^{2} l_{3}, \cdots, \lambda^{h} l_{h+1}\right)$ where $\left|l_{1}\right|=\lambda \xi d,\left|l_{i}\right|=(\lambda-1) \xi d$ for $2 \leq i \leq h$ and $\left|l_{h+1}\right| \leq(\lambda-1) \xi d$. Obviously we can always apply $A$ for the first $\lambda \xi d$ items in the list of items released by the adversary. It remains to show how to pack the list $\lambda l_{2}$.

For any $T\left(\xi \eta_{i}^{d}\right)$, there exists some $(r, x) \in T\left(\xi \eta_{i}^{d}\right)$ such that $\rho(r, x)=\rho\left(T\left(\xi \eta_{i}^{d}\right)\right)$. Denote it as $T_{\min }\left(\xi \eta_{i}^{d}\right)$. Suppose after packing the $c$ items with $A$, the current state is some state, say, $z_{1} \in T\left(\lambda \xi \eta_{h}^{d}\right)$ for some $h$. Then

$$
\rho\left(T\left(\lambda \xi \eta_{h}^{d}\right)\right) \leq \rho\left(z_{1}\right) \leq \rho_{0} .
$$

Based on the selection of $\xi$ and $\lambda$, we have

$$
\rho\left(T_{\min }\left(\xi \eta_{i}^{d}\right)\right)=\rho\left(T\left(\xi \eta_{h}^{d}\right)\right)=\rho\left(T\left(\lambda \xi \eta_{h}^{d}\right)\right) \leq \rho_{0}
$$

According to the compatible assignment, $\lambda T_{\min }\left(\xi \eta_{i}^{d}\right) \in T\left(\lambda \xi \eta_{i}^{d}\right)$, and is near $z_{1}$. Let $z_{1}^{*}=\lambda T_{\min }\left(\xi \eta_{i}^{d}\right)$, and we let $z_{1}=z_{1}^{*}+\Delta_{1}$, where $\left\|\Delta_{1}\right\|_{\infty} \leq \lambda \xi$, i.e., the absolute value of each coordinate of $\Delta_{1}$ is bounded by $\lambda \xi$. Suppose the first $\lambda$ items of the list are $\lambda J_{j}$. According to $A, z_{1}^{*} / \lambda \in T_{\min }\left(\xi \eta_{i}^{d}\right)$ changes to $y$ by adding a single item $J_{j}$. Now if we start at the state $z_{1}^{*}$ to pack $\lambda J_{j}$, we may view $z_{1}^{*}$ as $\lambda$ copies of $z_{1}^{*} / \lambda$ and we can pack the $\lambda$ identical items in the same way, i.e., pack items in the way that $z_{1}^{*}$ changes to $\lambda y$. Thus, starting at $z_{1}$ to pack these items, we may adopt the same idea as in the proof of Lemma 2. Again,
add some dummy bins to alter the state into $z_{1}^{*}$ and pack items. It follows that $z_{1}$ changes to $\lambda y+\Delta_{1}$.

We pack items iteratively as the above procedure. Let $z_{2}=z_{1}^{*} / \lambda+l_{2}$ according to Algorithm $A$. Then it can be easily seen that $z_{2} \in S T_{\lambda \xi d}$. Meanwhile, the above way of packing cause the current state to be $\lambda z_{2}+\Delta_{1}$. Recall that the algorithm $A$ ensures that $\rho\left(z_{2}\right) \leq \rho\left(z_{1}^{*} / \lambda\right) \leq \rho_{0}$. Suppose $z_{2} \in T\left(\lambda \xi \eta_{h^{\prime}}^{d}\right)$ for some $h^{\prime}$. Again we get

$$
\rho\left(T\left(\xi \eta_{h^{\prime}}^{d}\right)\right)=\rho\left(T\left(\lambda \xi \eta_{h^{\prime}}^{d}\right)\right) \leq \rho_{0}
$$

Thus there exists some $z_{2}^{*} \in T\left(\lambda \xi \eta_{h^{\prime}}^{d}\right)$ such that $\rho\left(z_{2}^{*} / \lambda\right) \leq \rho_{0}$. Again $z_{2}$ is near $z_{2}^{*}$ and we have $z_{2}=z_{2}^{*}+\Delta_{2}$ for some $\left\|\Delta_{2}\right\|_{\infty} \leq \lambda \xi$. Suppose $z_{2}^{*} / \lambda+l_{3}=z_{3}$ according to Algorithm $A$. Starting at $\lambda z_{2}+\Delta_{1}$, the next part of the list is $\lambda^{2} l_{3}$. Thus $\lambda z_{2}+\Delta_{1}+\lambda^{2} l_{3}=\lambda^{2} z_{3}+\lambda \Delta_{2}+\Delta_{1}$.

Iteratively applying the above computation, the final state arrived is $\lambda^{h} z_{h+1}+$ $\lambda^{h-1} \Delta_{h}+\cdots+\Delta_{1}$, where $\left\|\Delta_{i}\right\|_{\infty} \leq \lambda \xi, \rho\left(z_{h+1}\right) \leq \rho_{0}$. Due to the final part of the list $\lambda^{h} l_{h+1}$ that may not be complete, i.e., $\left|l_{h+1}\right|$ may not equal to $c, z_{h+1}$ may not be a state of $S T_{\lambda \xi d}$. Nevertheless, $z_{h+1}$ is some state between the $\lambda \xi d$-th layer and $\xi d$-th layer and Algorithm $A$ ensures that $\rho\left(z_{h+1}\right) \leq \rho_{0}$.

Compute the instant ratio of $\lambda^{h} z_{h+1}+\lambda^{h-1} \Delta_{h}+\cdots+\Delta_{1}$. Let $z_{h+1}=(r, x)$. Recall Lemma 1. Then $O P T\left(\lambda^{h} r\right) \geq \lambda^{h} O P T(r)-\lambda^{h} B^{B}$.

$$
\begin{aligned}
\tilde{\rho}\left(\lambda^{h} z_{h+1}+\lambda^{h-1} \Delta_{h}+\cdots+\Delta_{1}\right) & \leq \frac{\lambda^{h} \sum x_{i}+B \lambda \xi \sum_{j=1}^{h} \lambda^{j-1}}{O P T\left(\lambda^{h} r\right)-B \lambda \xi \sum_{j=1}^{h} \lambda^{j-1}} \\
& \leq \frac{\lambda^{h} \rho_{0} O P T(r)+B \lambda \xi \cdot 2 \lambda^{h-1}}{\lambda^{h} O P T(r)-\lambda^{h} B^{B}-B \lambda \xi \cdot 2 \lambda^{h-1}} \\
& =\frac{\rho_{0} O P T(r)+2 B \xi}{O P T(r)-B^{B}-2 B \xi}
\end{aligned}
$$

Since $z_{h+1}=(r, x)$ is a state between the $\lambda \xi d$-th layer and $\xi d$-th layer, we know that $O P T(r) \geq \xi d / B$. As $d=B^{B+2} / \epsilon$, it follows directly that $\tilde{\rho}\left(\lambda^{h} z_{h+1}+\right.$ $\left.\lambda^{h-1} \Delta_{h}+\cdots+\Delta_{1}\right) \leq \rho_{0}+O(\epsilon)$.

## 6 Concluding Remarks

In this paper we have designed a competitive scheme for online bin packing such that the competitive ratio of our algorithm is at most of $1+\epsilon$ times the best possible competitive ratio of any online algorithms, for any given $\epsilon>0$. Our scheme provided a theoretical approach to narrow the known lower bound 1.54037 [1] and the upper bound 1.58889 [14]. The running time of our scheme is exponential in the bin size $B$ and $1 / \epsilon$. If the number of item sizes is a constant, our algorithm runs in polynomial time. But it remains an open problem whether we can design competitive schemes polynomially in both the number of items and $\log B$.

For bin packing, the absolute competitive ratio is another measure for online algorithms in the literature, though it is not as common as the asymptotic
competitive ratio. To the knowledge of us, the best known lower bound is $5 / 3$ [3] and the best known upper bound is 1.7 [5] in terms of absolute competitive ratio. Note that the results in this work are also valid even if the performance metric is the absolute competitive ratio. In addition, we claim that the techniques used in this paper can be extended to other variants of bin packing problems, such as the online variable-sized bin packing problem and the online bounded-space bin packing problem.
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