Chapter 2
Stability

2.1 Introduction

It is well known that stability is an essential and important problem in control theory
and dynamic system analysis. Under the assumption that the TRM of a MIS is
exactly given in advance, many results on the stability of SMJSs have been achieved
[1-5]. However, this assumption may not be satisfied in many practical applications.
In fact, the corresponding TRM may be uncertain, partially unknown or designed
without being given beforehand. Clearly, such general TRMs play important roles
in the analysis of MJSs. When there are uncertainties in a TRM, it may lead to
instability or destroy the system performance if the uncertainties are not considered.
For normal state-space MJSs with uncertain TRM, some results were available in
[6, 7]. Via considering the inherent probability constraints on rows of the TRM,
improved results were proposed in [8, 9], while the LMI conditions were presented
in [10]. When only a subset of the elements of an TRM are unknown, some results
were developed in [11, 12] by separating known elements from the unknown ones.
Improved results about the general case were further developed in [13, 14]. When
the TRM is selected, [15] first considered the stabilization problem via designing
the TRM and static output feedback gain simultaneously. By analysing the existing
work for normal state-space MJSs, it is easy to see that most approaches employed
to deal with such general cases cannot be extended to SMJSs.

In this chapter, the fundamental problem of stability for SMJSs with these gen-
eral TRMs is considered. Since SMJSs contain both singular derivative matrix and
Markov property, analysis on SMJSs becomes much different from normal state-
space MJSs and it is usually more complicated. Therefore, it is necessary to develop
conditions such that the considered system is not only stable but also regular and
impulse-free over such general TRMs. This chapter will focus on the investigation
on developing these conditions. Most results will be developed in terms of LMIs
or LMIs with equation constraints. Moreover, the proposed approaches are to be
extended to the problem of robust stability of Markovian jump singularly perturbed
descriptor systems with uncertain switchings and nonlinear perturbations for any
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¢ € (0, g]. LMI conditions depending on ¢ instead of ¢ are obtained by exploiting an
e-dependent Lyapunov function such that the existence and uniqueness of a solution
in addition to exponential stability in mean square can be guaranteed.

2.2 Stability with General TRMs

Consider a class of continuous-time SMJSs described as
Ex(t) = A(rp)x(1), 2.1

where x(t) € R” is the state vector, E € R"*" may be singular with rank(E) =
r < n. The symbol A(r;) is a known matrix with compatible dimensions. Operation
mode {(r;),t > 0} is a right-continuous Markov process taking values in a finite
space S = {1,2,..., N} with TRM IT = (rr;;) € RV*N given as

wijh + o(h) i #J,

L 2.2)
1 +miih+oh) =],

Pririn = jlr =i} = {

where h > 0, lim,_, g+ (0(h)/h) = 0,and 7r;; > 0, fori # j, are the transition rates
from mode i at time ¢ to mode j at time 7 + &, which satisfy

N
Ti=— Y . (2.3)

j=1, j#i

For the simplification of notation in the subsequent analysis, for each possible r; =
i €S, the matrix M (r;) will be denoted by M; and so on.

It is well known that singular systems including SMJSs usually have three types
of modes: finite dynamic modes, infinite dynamic modes (impulsive modes) and
non-dynamic modes. For any finite initial conditions, the time response of a singular
systems may exhibit impulsive or non-causal behaviour. The undesired impulsive
behaviour in a singular system results from the infinite dynamic modes. Sometimes,
even if a singular system is impulse-free, there are still initial finite discontinuities
because of the inconsistent initial conditions. Moreover, since both infinite dynamic
modes and non dynamic modes are included in a singular system, the existence and
uniqueness of a solution to a given singular system is not always guaranteed. There-
fore, it is extremely important to develop conditions to guarantee that the considered
singular system is not only stable but also regular and impulse-free.

For SMIS (2.1), the following definition is introduced:

Definition 2.1 [16, 17] System (2.1) or the matric pair (E, A;), Vi € S, is said to be

(1) regular if det(sE — A;) is not identically zero for every i € S;
(2) impulse-free if deg(det(sE — A;)) = rank(E) forevery i € S;



2.2 Stability with General TRMs 19

(3) stochastically stable if

]

& / T (Ox(Ddtlxo, ro b < M(xo, o),
0

holds for any initial condition xo € R" and ng € S, where M (¢ (t), n9) > Ois a
given constant;
(4) stochastically admissible if it is regular, impulse-free and stochastically stable.

Remark 2.1 1t should be noted that the regularity of the pair (£, A;) guarantees that
system (2.1) has a unique solution for any specified initial conditions. Moreover,
from Definition 2.1, it follows that the non-impulsiveness of the pair (E, A;) implies
regularity of the pair (E, A;).

For system (2.1), several sets of necessary and sufficient conditions for stochastic
admissibility are provided in the following.

Lemma 2.1 [16, 17] System (2.1) is stochastically admissible if and only if there
exists matrix P; such that

ETP=P'E >0, (2.4)
. N
(AiTP,') —+ ZnijETPj < 0. (25)
j=1

Lemma 2.2 [18] System (2.1) is stochastically admissible if and only if there exist
matrices P; > 0 and Q; such that

N
(AiTPiE+AI-TUTQ,»VT) +> myETPE <0, (2.6)
j=1

where U € RO™%" is any matrix with full row rank satisfying UE = 0, and
V e R™ =) is any matrix with full column rank satisfying EV = 0.

Now, two sets of necessary and sufficient conditions for stochastic admissibility
of system (2.1), where system matrix A; is separated from Lyapunov matrix P; will
be presented.

Theorem 2.1 System (2.1) is stochastically admissible if and only if there exist
matrices P;, G; and Z; such that

E"P=P'E >0, (2.7)

[(AZ.TGi)* n Z?’:l niETP; ATZ; + PT — G,T] <o 2.8)

* (—=Z)*
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Proof In order to prove this theorem, the fact that (2.8) is equivalent to (2.5), is
proved at first.
Sufficiency: Pre- and post-multiplying (2.8) by matrix

[7A7].

and its transpose respectively, it is straightforward to see that (2.5) holds.
Necessity: Assume (2.5) holds. Then there is always a sufficient small scalar ¢; > 0
such that

N
Tp\* T T €i
(A,. P,-) + Zln,-,-E P+ Al S 4 <0, (2.9)
]=

Lete; I = Z; and P; = G;. Using the Schur complements, (2.9) can be rewritten as
(2.8). Itis concluded that (2.7) and (2.8) are equivalent to (2.4) and (2.5) respectively.

From Lemma 2.1, it easy to see that system (2.1) is stochastically stable if and
only if the conditions (2.7) and (2.8) hold. This completes the proof.

Theorem 2.2 System (2.1) is stochastically admissible if and only if there exist
matrices P; > 0, Q;, G; and Z; such that

(ATG) + X\ 7y ETPiE AT i+ (RE+UTQiVT) =T | _
* (=Z)*
(2.10)
where U € R qnd V e R"™ "7 are defined in Lemma 2.2.

Proof Similar to the proof of Theorem 2.1, it is concluded that (2.8) is equivalent to
(2.6). By Lemma 2.2, it is easy to see that system (2.1) is stochastically admissible
if and only if (2.9) holds for each i € S. This completes the proof.

Remark 2.2 Both Theorems 2.1 and 2.2 give necessary and sufficient conditions for
system (2.1) being stochastically admissible. Especially, the conditions in Theorem
2.2 are strict LMIs, which can be solved directly. It should be noted that Theorems
2.1 and 2.2 are different from Lemmas 2.1 and 2.2 in which A; and P; are decoupled.
Sometimes, this decoupling is very helpful to deal with many general cases such as
a mode-independent case. When E = I, system (2.1) reduces to state-space MJSs,
and similar results can be obtained directly.

By investigating conditions (2.5), (2.6), (2.8) and (2.10), it is observed that transi-
tionrate 7;; plays an important role in system analysis where the transition rate 7;; is
exactly known and given beforehand. When it is not accessible, the aforementioned
conditions should be reconsidered. In this sense, these results developed under the
condition that the TRM is exact known, cannot be applied and thus their application
is limited. Next, four cases of TRM IT including some general cases are described
as follows:

Case 1 [T is assumed to be known exactly, which is described by (2.2);
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Case 2 [T is obtained inexactly and has admissible uncertainty
IT =11+ All, 2.11)

in which IT £ (7;;) is an estimation of the known constant [T, and AIT £
(A7) with Am;; L ; — 7;j denotes the estimated error, which satisfies
(2.2). It is assumed that A7;;, j # i, takes any value in [—eg;;, &;;], and
aij £ 7ij — €. Moreover, it is obtained that |Af;;| < —eg;;, where g;; £
N .
Y N A o
Case 3 [T with property (2.2) is partially known or accessible, in which some ele-
ments are unknown. For example, a partly unknown /T may be expressed
as
i ?Tmsz ?
777 T4
31?7 7w
? Va3 a4

where *?” represents the unknown elements. Based on this, for any i € S,
define §' = S}{ + S;; where

S}'{ = {j : m;; is known} and S% = {j : m;; is unknown}, (2.12)
They are further described, respectively, by
Sk =1k, ... ki y and ST = {k{, ... ki, }, (2.13)

where k!, € Z* is the column index of the mth known element in the i th row
of I, and the column index of the (N — m)th unknown element in the same
row is denoted as H\/—m € Z*. In addition, T = min, eSj; {m;;} is assumed to
be known,

Case 4 IT in (2.2) is to be designed instead of being given beforehand.

When the admissible uncertainty described by (2.11) is added to an MJS, the
system performance will be reduced and the system may be even unstable. For normal
state-space MJSs, there have been many references [6—10] reporting the relevant
study. But the referred approaches employed to deal with (2.11) cannot be applied
to SMJSs. The main reason is that these methods require additional assumption on
Lyapunouv matrix which should be satisfied firstly. It is not true for SMJSs because
the underlying matrix is non-singular. Moreover, even if the above assumption holds,
new problems such as the decoupling problem of system design emerge. Considering
this, in the following, sufficient conditions for stochastic admissibility of SMJSs with
uncertain TRM are established, some of which are within LMI framework.

Theorem 2.3 System (2.1) is stochastically admissible under Case 2 if there exist
matrices P;, W; = WiT and T; > 0, such that
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ETP=P'E >0, (2.14)
2 W
[ i _Ti] <0, (2.15)
ETPi—ETP —W;<0,j€S,j#i, (2.16)
where
N N
2= (AiTP,») 0252 —eWi+ > i ET (P — P).
j=1,j#i

Proof From Lemma 2.1 and (2.11), it follows that (2.5) is equivalent to

N
(AiTP,') + Z a,'jET(Pj —P) — A Wi — ;i W;
J=1. i
N
+ > Ay +e) (ETP - ETR - W) <0, 2.17)
J=1 #i

which is guaranteed by

N
(Al-TP,-) + D iy ET(P; — Pi) — AR Wi — £ Wi <0, (2.18)
J=1, j#i
N
> (A +ep) (ETPj _ETp — W,-) <0. (2.19)
j=1, j#i

Furthermore, for any 7; > 0,
— ARy Wi < 0.25(A%i)*T; + WiT, ' Wi < 0255 T + WiT, ' Wi (2.20)

Taking into account (2.20), it is easy to see that condition (2.15) implies (2.18). On
the other hand, from (2.11), it is seen that (2.16) implies (2.19). Thus, (2.4) and (2.5)
are guaranteed by (2.14)—(2.16). This completes the proof.

Theorem 2.4 System (2.1) is stochastically admissible under Case 2 if there exist
matrices P; > 0, Q;, W; = WiT and T; > 0, such that
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N
(Al-TPiE + AiTUTQ[VT) +0.2562T; — Wi+ > aiyET (P~ P)E <0,
J=1j#i
(2.21)
ETPJE—ETPE—-W; <0,j€S,j#i. (2.22)

Proof Similar to the proof of Theorem 2.3, it is obtained that (2.6) is equivalent to

N
(Al-TPl-E+A,-TUTQ,-VT) + > wyET(Pj— P)E — Ay Wi — & W

j=1, j#i
N
+ > (A tep) (ETPE - ETRE - W) <0,
j=1. j#i
(2.23)
which is ensured by
N N
(Al-TP,-E - Al-TUTQ,-VT) + > aiET(Pj— P)E — A7t Wi — e W; < 0,
=1, j#i
(2.24)
N
> (Afy + i) (ETPjE—ETPiE— Wl-) <0. (2.25)
=1

Based on (2.20), the condition (2.24) is guaranteed by (2.21). On the other hand,
it is obvious that (2.22) implies (2.25). This completes the proof.

Based on Theorems 2.1 and 2.2 and by the method used for handling (2.11), the
following theorems are ready to be presented:

Theorem 2.5 System (2.1) is stochastically admissible under Case 2 if there exist
matrices P;, Gi, Z;, W; = Wl.T and T; > 0, such that

E"P,=P'E >0, (2.26)
2 Al Zi+ Pl —G]
* < 05 2.27
[ £ (=2 227
E'Pi—E"P,—W; <0,j €S, j#i, (2.28)

where

N
- *
2; = (AZ-TG,') +0-258[2jTi —&iW;i + Z OlijET(Pj —P) <0.
J=1j#i
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Proof From the proof of Theorem 2.1, it clear to see that the difference between
Cases 1 and 2 only lies in 7;; which is related to Zjvz 17 E TPj. Using the same
method used for uncertain TRM, this theorem can be proved easily. This completes
the proof.

Theorem 2.6 System (2.1) is stochastically admissible under Case 2 if there exist
matrices P; > 0, Q;, Gi, Z;, W; = Wl.T and T; > 0, such that

~ T
|:.Qi ATZ + (RE+UTQ;VT) —GiT} <0 (2.29)
* (=Z)*
E"PJE—E"PE-W;<0,j€S,j#i, (2.30)
where
N
Qi = (A]G)* + 0256} T, —e;iWi + >« ET(P; — P)E < 0.
j=lj#i

Proof The proof can be obtained by Theorems 2.2 and 2.4, which is omitted here.
This completes the proof.

Remark 2.3 Viausing a slack variable method on TRM, several sets of conditions are
established to ensure that system (2.1) with uncertain TRM is stochastic admissible, in
which some results are in traditional LMI forms. Clearly, there is no additional restric-
tion on system matrix P; in these conditions. Moreover, such results are applicable
to discuss system synthesis problems and the couplings among uncertain transition
rates, singular matrix, system and Lyapunov matrices are decoupled and dealt with
appropriately.

Next, the stochastic admissibility of system (2.1) under Case 3 will be considered.

Theorem 2.7 System (2.1) is stochastically admissible under Case 3 if there exist
matrices P; and W; = Wl-T such that

ETP =P'E >0, (2.31)
(AI.TP,») + > mGET(P - P)+ > mWi<0,i €S, (2.32)
JES}, j#i JjeS;

(ATR) + > mi[ET (- P+ W] -t <0 €S, @33
JESj#i

ETPi—ETP —W;<0,ieS,jeSi, j#i (2.34)
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Proof Forany W; = WiT, it is known that

N N
* *
(A,.TP,-) +> m;ETP; (A,.TP,-) + > myET(Pj - P) = > Wi
j=1 j=1

JeS £
- (A,.TP,-) + > [ET(PJ-—PZ-)—W,-]
JES, j#i
+ X [ETw - Py = Wi —mawi <0,
JjeS;.j#i
(2.35)

which is guaranteed by

*
(AiTPj) + Z Tij [ET(R/ - P)— Wi:| —miiW; <0,i €8,
JESL J#i

(2.36)

and (2.34). When i € Si, (2.36) is rewritten to (2.32). To the contrary, if i € S};, itis
obtained that (2.33) implies (2.36). This completes the proof.

Similarly, the following theorems can be obtained directly.

Theorem 2.8 System (2.1) is stochastically admissible under Case 3 if there exist
matrices P; > 0, Q; and W; = WiT such that

(AiTPiE + AiTUTQiVT) + > wET(Pi—P)E+ > mijW; <0.i € S,
jeSt, j#i jeS;
2.37)

(ATRE+ATUTQVT) 4 D iy [ET (P — POE + Wi ]-tWi <0.i e §,
JeS.j#i

(2.38)

E"PJE—-E"PE-W;<0,ieS,jeSk, j#i (2.39)

Theorem 2.9 System (2.1) is stochastically admissible under Case 3 if there exist
matrices P;, Gi, Z; and W; = Wl-T, such that

ETP, =P'E >0, (2.40)

[:}i ATz +PT - GT

: CZ } <0,ieS, (2.41)

<0,ie§j, (2.42)
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E'P;—E"P —W;<0,ieS,jeS.j#i (243)

where

@ =(ATG) + D mETR - P+ > mWi,

jeSt, j#i jeSk
éi = (AiTGi) + Z Tij I:ET(Pj—Pi)+Wi]—TWi.
jeSt, j#i

Theorem 2.10 System (2.1) is stochastically admissible under Case 3 if there exist
matrices P; > 0, Q;, Gi, Z;i and W; = WiT, such that

T
[@,- AlzZi+ (RE+UTQ:VT) —GiT}<o,ieS", (2.44)
* (=Z)*
_ T
|:@i AlZ + (RE+UTQ;VT) —GiT}<o,ieS", (2.45)
* (=Z)*
ETPJE—ETPE—-W, <0,i€S, jeS,j+i, (2.46)

where .
(ATG)) + X mET(Pj = POE+ D mWi,

JeSk, j#i Jjes;
(ATG)) + > mi[ET Py = POE+ W]~ Wi <0,
JESk.J#i

Finally, consider the stochastic admissibility of system (2.1) under Case 4. From
the criteria given above, it is seen that although the TRM may be exact known, uncer-
tain or partially unknown, the proposed methods are all based on a precondition that
all or some elements of an TRM are given beforehand. In some cases, an appropriate
TRM may be selected for MJSs. From the results presented in this chapter, it is seen
that for a given TRM, inequalities such as (2.5) are linear to matrix P;. However,
if TRM is unknown, characterization (2.5) turns out to be bilinear due to the prod-
uct terms of non-singular matrix P; and elements in I7. When similar problem is
discussed in [15], the positive-definite property of P; for normal state-space MJSs
plays important roles in system analysis and synthesis. Due to the singular derivative
matrix and the only non-singular Lyapunov matrix, the property of P; is not true for
SMISs. Thus, such problems should be reconsidered for SMJSs.

Theorem 2.11 There exists an TRM such that system (2.1) is stochastically admis-
sible, if there exist matrices P;, 7i;; > 0, i # j, W; > 0and Z; > 0, such that

ETp=P'E >0, (2.47)



2.2 Stability with General TRMs 27

(AT P))" $2i0

[ g o, (2.48)

E'Pi—ETP —W; <0,j€S,j#i, (2.49)
WiZi =1, (2.50)

where . A ) .
Qo =[#nl ... fig-nl Figenl ... vl ],
Qi3 = —diag{Z;, ..., Z;}.
In this case, a stabilizing TRM is given as
TTij :ﬁ'l.zj, TTii Z—ZJTZ']‘. (2.51)
i#j

Proof By Theorem2.1 and conditions in Theorem?2.10, it is seen that only (2.5)
needs to be proved. Similarly, it is equivalent to

N N
(ATR) + > mywi+ > mi (ETR—ETR—W;) <0. 252
J=1 J=1

which is guaranteed by

N
(ATR) + > mywi <o, (2.53)
J=1 j#i
N
> (ETPj —ETP, — Wl-) <0. (2.54)
J=L j#i

Based on (2.51), it is concluded that (2.48)—(2.50) imply (2.53) and (2.54). This
completes the proof.

Remark 2.4 Theorem?2.11 gives an approach of designing a stabilizing TRM, in
which the corresponding matrix P; is not necessary positive-definite. In addition,
this approach can be extended to the other system analysis and synthesis problems
easily. In the case when E = I, Theorem?2.11 is used to deal with normal state-
space MJSs with TRM designed. In this sense, this theorem can be considered as an
extension of normal state-space MJSs to SMJSs.

Theorem 2.12 There exists a TRM such that system (2.1) is stochastically admissi-
ble, if there exist matrices P; > 0, Q;, r?ij >0,i# j, W;>0and Z; > 0, such
that
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[(AiT (PE+UTQiVT)) Ql‘z] <0, (2.55)

* 2i3
E"PJE—E"PE-W;<0,j€S,j#i, (2.56)
WiZ; = 1. (2.57)

In addition, the stabilizing TRM can be calculated by (2.51).

Theorem 2.13 There exists a TRM such that system (2.1) is stochastically admissi-
ble, if there exist matrices P;, ;; > 0,1 # j, W; > 0 and Z; > 0, such that

E"P,=P'E >0, (2.58)

(ATG))" ATz, + PT — GT 2,

- (—Zi)* 0 | <o, (2.59)

* * £2i3
E'P;—E"P —W; <0,j €S, j#i, (2.60)
WiZi = 1. (2.61)

Then, a stabilizing SPRM can be solved by (2.51).

Theorem 2.14 There exists a TRM such that system (2.1) is stochastically admissi-
ble, if there exist matrices P; > 0, Q;, i;; = 0,1 # j, W; > 0and Z; > 0, such
that
* T
(ATGi))" Al'Zi+ (RE+UTQ;VT) —G] 21

< (—Z)* 0 | <0, (2.62)

* * [2,‘3
ETPJE—E"PE-W;<0,j€S,j#i, (2.63)
WiZ;i =1. (2.64)

Then, (2.51) is used to compute a stabilizing SPRM.

Remark 2.5 Tt can be seen that both Theorems 2.11 and 2.14 are proposed as a
set of LMIs with equation constraints such as (2.50) and cannot be solved directly
because of such non-convex conditions. However, there are many existing numer-
ical approaches to deal with this problem. Among those approaches, LMI-based
approaches are favourable and promising. Both cone complementarity linearization
(CCL) algorithm [19] and sequential linear programming matrix (SLPM) algorithm
[20] can be easily to solve the inversion constraints.
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In order to utilize the CCL algorithm to solve the proposed problem, we first
define a convex set of all the feasible solutions of LMIs (2.47)—(2.49) as follows:

S AN\ satisfies LMIs (2.47)—(2.49)}, (2.65)

where R
2 A2 =P'Wi>0,2Z >0,

L o, (2.66)
i > 0,Vi, j €S, j#i}.
It is known that for any matrices W; > O and Z; > 0, € S, if LMI
W; I
[ I Zi:| >0, (2.67)

is feasible, then Trace(W; Z;) > n, and Trace(W; Z;) = n if and only if W;Z; = I.
Define a set as

92[”/" Z’}zo,forauieS]. (2.68)

By the CCL approach, the above non-convex problem of (2.50) is equivalent to
the following minimization problem:

N
min Trace Z Wi Z;. (2.69)

ZesNT =

It is seen that the optimal solution to problem (2.50) is N7 satisfying
Trace(W;Z;) = n, Vi € S. (2.70)

Based on the analysis, a computational algorithm to solve this problem can be
proposed.

Algorithm 2.1 is described as follows:

Step 1: Given system (2.1) with given y and error accuracy §;
Step 2: Find any initial solution Zp € ., and set k = 0;
Step 3: Define function

Fe(2) = Trace (Ei’\;l(Wi Zik + Zi Wik)) : 2.71)

Find 2" via solving the following convex programming:

min {fi(2) [VIV Z’} >0,Vi € S); (2.72)
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Step 4: If | i (Z) —2Nn| < §, astabilizing TRM IT can be got by (2.51), and then
exit; otherwise, go to step 5;

Step 5: Let Wi41) = Wik, Zi+1) = Zik and k = k + 1. If & < kyqx, then go to
step 3, else exit.

In this section, the stability problem of SMJS (2.1) with TRM satisfying Cases
1-4 is considered. Different from the similar results in [16], the presented results
here have the following properties: (1) Instead of assuming that the TRM of an
SMIS is known exactly, the corresponding TRM of the results proposed in this
section may be uncertain, partially known and designed; (2) Several sets of necessary
and sufficient conditions for stochastic admissibility are established, where system
matrix A; and Lyapunov matrix P; are decoupled successfully. This property is very
suitable to system synthesis, such as stabilization via mode-independent controllers,
partially mode-dependent H filtering and so on; (3) For Case 1, using the methods
proposed in this section, the terms EIT P; and Z;V:l Tij EJT P; will not be enlarged
by introducing additional variables and inequalities; (4) Without coupled LMIs, in
this section, all the results are linear LMIs and can be solved easily; (5) Without
transforming ElT P, = Pl.T E; > 0 into additional LMIs by minimizing a common
scalar, another approach in this section is proposed to deal with such constraints and
makes the conditions solved directly. In this section, different methods are developed
to discuss stability problem under Case 1, and new problems in terms of TRM of
SMISs satisfying some general cases are studied by new techniques. It is obvious that
the proposed results are more general and therefore can be considered as necessary
supplementary to the existing results such as the ones developed in [16].

2.3 Robust Stability

Consider a general class of Markovian jump singularly perturbed descriptor systems
described as

Ex(1) = A1 (ro)x (1) + Aa(r))z(t) + Bi(re) f1(t, 11, X, 2),
ez(t) = Az(re)x(t) + Agq(rp)z(t) + Ba(re) fo(t, 11, X, 2),
x(0) = xo,

2(0) = zo,

(2.73)

where x(t) € R” and z(r) € R™ are the state vectors of slow and fast dynamics.
Matrix £ € R"*" may be singular, which is assumed to be rank(E) = r < n.
A1(ry), Aa(ry), A3(ry), A4(r), B1(ry) and By (r;) are known matrices of compatible
dimensions. Parameter {r;, # > 0} is defined by (2.2) and (2.3), whose TRM [T is
imprecise and described in (2.11). For any r, =i € S, fi(¢t,i,x,2), k = 1,2, is
a time-varying nonlinear perturbation with fi(¢,i,0,0) = 0 for all ¢+ > 0, which
satisfies the following Lipschitz condition for all (¢, x, z), (z, X, z7) € R x R" x R™:
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I fie(t, i, x,2) = filt, 1, %, DN < yill Fri (x — %) + Gri(z = DI, k =1,2, (2.74)

where y; > 0, Fy; and Gy; are constant matrices with appropriate dimensions.
Moreover, from (2.74), it follows that

I i i, x, DI < yill Frix + Grizll, k=1,2, (2.75)

In order to simplify notation, system (2.73) is rewritten as

I Egé(t) = A(}"t)é(l) + B(rt)f(tv T, s(t))v (276)

£(0) = o,

where

_|*® _ | At x(0), 2(0) " TEO
0= [z(t)}’ St 50) = [fz(t,r;,x(t),z(t))]’ Ee= [o 81]

[ A1) Ax(ry) _[Bi) 0
A(”)‘[Ag(n)Am,)]B(”)‘[ 0 B2(rt):|’
and f (¢, ry, &) satisfies
Fra, r, ) ft,r, &) < y)El FT(r) F(r)E, (2.77)
ith
" Fir) = | F100 Gi0)
YT B Ga(ry) |

Remark 2.6 Due to the presence of small parameter ¢, system (2.73) will lead to
ill-conditioned problem in system analysis and synthesis when ¢ tends to be zero.
Description (2.73) is more general in terms of containing some special cases, for ex-
ample, when E = I, system (2.73) without nonlinear perturbation becomes Markov-
ian jump singularly perturbed systems with or without time delay [21-23]; when
¢ = 0 and there is no nonlinear perturbation, it will become singular Markovian
jump systems [16—18, 24, 25]; when there is no jumping, system (2.73) belongs
to singularly perturbed descriptor systems whose robust stability was considered in
[26].

Consider system (2.73). The following definitions are introduced:

Definition 2.2 For any given ¢ > 0, the pair (E., A(r;)) is said to be:

(1) regular if det(s E; — A(r;)) is not identically zero for every r; € S;
(2) impulse-free if deg(det(s E, — A(r;))) = rank(E;) for every r; € S.

Definition 2.3 System (2.73) with (2.11) and (2.74) is said to be exponentially mean-
square stable, if there exist scalars a > 0 and b > 0 such that
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EED 180, ro} < ae™ &7,

for any initial conditions &) € R*™" and ry € S.

From [17], it is seen that for any given ¢ > 0, there always exist two non-singular
matrices M (¢) and N (¢) such that

10

00

MeEsNe = [ A Ad(ry)

1 2
]  M.Au(r)Ns = [Ag(rt) Ag(rt)} .

Then, the pair (E,, A;(r;)) is impulse-free if and only if Aé(r[) is non-singular
for every r, € S.

Remark 2.7 From Definition 2.2, it is concluded that, for any given ¢ > 0, impulse
free implies regular. In addition, it is easy to verify that for any given ¢ > 0, the pair
(Eg, Ag(ry)) is regular and impulse-free if and only if the (E, A;(r;)) is regular and
impulse-free.

Lemma 2.3 (S-procedure lemma)[27] Let $20(z) and $21(z) be two arbitrary
quadratic forms over R®. Then §2¢(z) < 0 for all z € R® — {0} satisfying £21(z) <0
if and only if there exists a scalar T > 0 such that

20(z) — 1921(z) <0, ¥z eR' — {0}

Lemma 2.4 For any given positive scalar ¢ € (0, €], if

2,>0, (2.78)
21 +82,>0, (2.79)
Q1+ 82+ 8223 >0, (2.80)

where §21, §22 and $§23 are symmetric matrices with appropriate dimensions, then
Q1 +e +6%2; >0, Ve € (0,5]. (2.81)

Proof Since ¢ € (0, £], it is rewritten as ¢ = A& with A € (0, 1]. From (2.78) to
(2.80), it follows that

(1-1)2; >0, (2.82)
A1 =221+ (1 —1)es22 >0, (2.83)
2221 + ref2s + €223 > 0, (2.84)

which imply (2.81). This completes the proof.
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Now, consider the regularity of system (2.73) in addition to free-impulse. Then,
the uniqueness of the solution will be guaranteed.

Theorem 2.15 [f there exist matrices P;1, Pi3, U; > 0, S; > 0, and scalar t > 0
such that

E"Py=PlE >0, (2.85)
E"Pj—ETPy - U <0, (2.86)

®; Pg{Bil U;

* —11 O <0, (2.87)

* * =S

where
* * N
O; = (A,'T1Pi1) +(A,-T3Pi3E) +0.255,-2,-Si—5iiUi+ Z OtijET (Pj — Pil)-l-TV,-ZE-TlﬂL
=1 J#i

Then for any ¢ > 0, the pair (E., A(r;)) is regular and impulse-free for every r; € S.
Moreover, equation (2.73) or (2.76) with (2.11) and (2.74) has a unique solution on
[0, c0).

Proof First of all, it is required to show that (2.17) and (2.87) imply inequality

(:)i PgBil
|: w Lrp <0, (2.88)

where
* * N
6= (aliPa) + (ALPE) + D mi BT Pjy+ oy Fl Far.
Jj=1
It is easy to see that (2.88) is transformed into
O; + PIBiit7'B Py <. (2.89)
which, under condition (2.11), is equivalent to

N

(AiTlpil) + (AiT3Pi3E) + Z aij ET(Pj1 — Pi) — & Ui + Ty F Fa
J=Lj#i
N
+ PIBut B Py — AR Ui+ > (AT + 1) (ETle —ETPy - U,-) <o0.
=L

(2.90)
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For any S; > 0, it is obtained that
AR Ui < 025(A7)*S; + Ui Sy Uy < 0.256%:S; + U S; ' U 2.91)

Substituting it into (2.90), it is verified that (2.86) and (2.87) imply (2.90) which
is equivalent to (2.88).

Next, the objective to prove that the uniqueness of the solution to equation (2.73)
with (2.11) and (2.74) on [0, co) is guaranteed by (2.85) and (2.88). Let o = 0 and
define a sequence of stopping time

kw1 = inf{t > tg 1 re # 1y},

for all k& > 0. It is concluded that for any k > 0, r; = r;, is constant for all
t € [tx, tx4+1) and ty — o0 as k — oo. First, we show there is a unique solution to
equation (2.73) with r, = i on interval [tg, t1). Since rank(E) = r < n, there are
two non-singular matrices M = [M]T MZT ]T and N = [N1 N2] such that

Al A2
MEN:[IO]MA”N:[ i ”]

00 A} A}
pl PA
-T _ 1 7il Al — 1 p2
M~"PyN = [1;3 Pl4 } PaM~' =[P P]. (2.92)
il Tl

Pre- and post-multiplying (2.85) by N7 and its transpose, respectively, it follows
that NTETMTM~T PyN = NTPTM~'MEN which implies P] = 0. Similarly,
pre- and post-multiplying ®; < 0 by N7 and N, respectively,

T *
((Pﬁ) Afl) + 1y Ny F i FiN2 <0, (2.93)
which implies A;‘l is non-singular. Then, the pair (E, A (r;)) is regular and impulse-

free, and there are two non-singular matrices M = [ M IT A;lzT ]T and N = [ N 1 Nz ]
such that

00 I
MTp N [ﬁil‘ O} MB [é"l‘} (2.94)
il = ~ ~ s il = ~ . .
3 4 2
Pil Pil Bil

Similarly, by pre- and post-multiplying (2.88) by diag{](f T I} and its transpose,
respectively,
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54" 20T 5T o & 134\ a2 (52! p4 2
P) +tyiNy Fj FiiNy + 1 P;) B \B;i) Pi<0O. (2.95)
Thus for every i € S, there is always a small scalar ;> O such that

1 1

(2.96)

~ 1\ * ~ ~ ~\NT - ~ T . ~\T -
(P3) +or? NI FL R+t (BY) B2 (BY) Bh+c (BY) wiBf <o,

By rewriting (2.96),

. . oo T -1 o T - r
TinNzTFiTIF,-lNz—r<Bi21 (82) +/u) T|:(Bi21 (B2) +nut P;‘l+1] .
<

~ ~ T
* -7 (B[-Zl (Bizl) + ul
(2.97)
which implies
. . e s NT -1
vANT FT PNy < (B,?l (B,?l) + ;u) . (2.98)
Since B (B})T + ul > 0,
A 1
| FiiNizoll < —, (2.99)
Vi

where Niz = Ng(éizl(éfl)T + ,ul)%. Then for any i € S, there exists a sufficient
small k > 0 such that

| Fii Nia|l < (2.100)

Vil +x)

Let

A

it =[] W5) L Ri= R R ]

with Miz = (1§l.21 (Bizl)T + ,ul)_%ll;lz. It is easy to verify that Mi and IV,- are nonsin-
gular and

NN 107 - - Ai1 0
M;EN; = |:00i| s MiAj1N; = [ (;1 Ii|,
. Al . o . B!
M;Aipx = |: A122:| JAi3N; =[ Al AL ], M;Biy = |: Al; :| ; (2.101)
Ap B}

W = = L= = = = _1
where B (B})T = (B3 (B})T+unl)"2B% (BT (B (B)T+1])"2 < I.Define

Ni_lx = [)?1T )?2T ]T and taking into account (2.101). System (2.73) is rewritten as
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210 = Andi() + Abz() + B}, fin (t, Ni&| + Nioks, Z) :
0= %) + Az + B fi (1 Nisi + Nioka, 2)

ez(t) = AAZ-13J?1(I) + A?y?z(l) + Aiaz(t) 4+ Biz fin (l‘, 1(7155] + ](/,'2)22, Z) .
(2.102)
Based on [27], there is a unique solution to equation (2.73) with any compatible
initial condition on [#y, #1). Similarly, it can be also shown that there is a unique
solution on [t1, #) for any given admissible condition £(¢1), and so on. So it is
obtained that Eq. (2.73) with (2.11) and (2.74) has a unique solution on [0, co). This
completes the proof.

Theorem 2.16 Give a scalar € > 0, if there exist matrices P;y > 0, Py, P;3,
Piy = P!, P;s = PL, Pig = PL, Ui1 > 0, Uiz, Uiz > 0, Si1 > 0, Sia, Si3 > 0 and
scalar t > 0 such that the following LMIs hold for all i, j €S, j #i:

@iy +EDi > 0, (2.103)

Di + EDin + &2 D3 > 0, (2.104)
¥ <0, (2.105)

w4 ewl <0, (2.106)

W +8w) + 8wl <0, (2.107)
2 <0, (2.108)

Qi1+ 802 <0, (2.109)

21 + 82 + 823 <0, (2.110)
[U: Zﬂ > 0, 2.111)

Si1 Siz
[ ! S,J >0, (2.112)
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where
‘__P“O o PiSPig '_00
®l1 - i * O ’ ¢12_ * Pl4 ’ ¢l3 - * Pl6 ’
Wi — [ ET(Pj; — P))E — Ujy —U;
1 * U |’
wi _ [ ET(Pjs = Pis)E ET(Ps = Pf)
i2 i * Pj — P; ’
i K 0
i_
i = | * Pj6 — Pi6:| ’

roll 12 13 14 . .
2} i i} el vy Un

22 23 T .
x QF 0 ¥ vl us

2 = * % —tl 0 0 0 ’
¥* x x —tl 0 0
* % ok % =S =S
k% ok ok % —S8j3 |

‘Qilzl ‘Qilz2 ‘Qi123 0 00
2% 2% 2% 00
* 0 0 00
0 00
* 00
* %0 |

* K ¥ *
*

o =(ALPaE) + (ALVP2) + (AL PsE) +0.2563 S0

N
—eilin+ D wjET(Pj— P)E + 1)) (FiTlFil + FigFiZ) :
J=1L i
2/t =ALPu+ ETPiAn + PEVT Aip + ETPE A

+0.256% Si2 — €iiUip + 77 (FiTlGil + FigG"z) ’
2/} =E"PuBy + PLV By, 2/} = ET P B,

37
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*
28 = (AlPia) +0256% 853 — e Uss + tv2 (GhGit + GhGna) . 2F = PuBin,
. N
.Ql-lzl Z(AiTIPiSE) + z OlijET(Pj5 — Pis)E,
J=1

N
.(2}22 =A,~T1 P,g + AiT3Pi6 +ETPisAipn + z OtijET (P,T3 - P,~§) ,
=1, j#i
. N
@ =E"PsBi, @F = (ALPi) + (PaA) + > ay(Pju— P,
J=1 j#

N
23 =Pi3B;1, 2% = PigBia, 9,~13 = Z a;j(Pje — Pis)-
Jj=1, j#i

where V is any appropriate matrix with full column rank satisfying VT E = 0. Then
forany e € (0, €], Eq.(2.73) with (2.11) and (2.74) has a unique solution on [0, 00)
and is exponentially mean-square stable over all the admissible uncertainty.

Proof First, it needs to be proved that if conditigns in Theorem 2.16 hold, equation
(2.73) has a unique solution on [0, 00). Define P;1 = P;1 E + V P, it is concluded
that (2.85) holds, and (2.105) implies (2.86). That is,

ET (Pjy = Pu) = Ui <0. (2.113)

From (2.108) and taking into account (2.113) and expression (2.76), it is obtained
that

©; PIB; U
« —tI 0 | <0, (2.114)
*

where

N
O; = (AiTlﬁil) +(AiT3Pi3E) +0.258,-2,~Si1—8iiUi1+ Z OlijET (15_;‘1 - 13i1)+f)/i2FiT1Fl‘1~
=1 j#i

By Theorem 2.15, one gets that there is a unique solution to system (2.73) with
(2.11) and (2.74) on [0, oo) for any given & > 0.
Next, it is to prove that system (2.73) is exponentially mean-square stable. For
any r, =i € S, define
P |:(Pi1 +ePs)E+ VP, &Pk ]
e Pi3E Pis+€Pg |

For any ¢ € (0, €], it is obtained that
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E'P, = P'E, = ET (¢i1 YD +82®i3) E>o0, (2.115)

£ [51].

Since P;1 > 0, it is concluded that

where

®;1 > 0. (2.116)

Taking into account (2.103), (2.104) and (2.116), and by Lemma 2.4, (2.115)
holds. For any ¢ € (0, €], choose an ¢-dependent Lyapunov function for system
(2.73) such that

VED) =T E] P& (1), & € (0, 8. (2.117)

Let .Z be the weak infinitesimal generator of random process {£(¢), r}, for each
r; =i € S, which is defined as

1
ZLIVE®),rn=1)] = hl_i>r1(r)1+ }—l[é’(V(S(r +h), ) |§@), e = i) — V(E@), D]
(2.118)
Then,

LIV ED, 1] = [(AEO) + B i) ]+ F)S Ay L k) <0

j=1
(2.119)

By the S-procedure Lemma, the inequality -Z[V (x;, r;)] < 0is equivalent to that
there is a T > 0 such that

LWV ED. ) =7 (0 /0 v OF Fgm) <0, (2.120)

which is equivalent to
[ + BT Pe| =2 (£ 0 /i) = 2" OFT Fieo)

N
+§T(t)[ Z aij ET(Pje — Pie) — iU — A7 U;
J=Lj#
N
+ Z (A7 + &ij) (EgTPjg —E!l'P; — Ui) lem <o.
J=Lj#i

2.121)

Similar to (2.90), it is easy to see that (2.121) is guaranteed by
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EI'Pj. —EI'P— U <0, (2.122)

[k + Bi i) P =7 (A 0 fi0) = 726" OF Fig) + 67 0)

N
<[ D @jEl(Pje— Pie) — &iiU; +0.25¢},8; + Ui S7 Ui (1) < 0.
j=lj#i
(2.123)

Substituting (2.111) and (2.115) into (2.122) and by Lemma 2.4, it is obtained
that (2.105)—(2.107) implies (2.122). Moreover, (2.123) is rewritten as

T
£(1) Aie PLB; | [ &)
0, 2.124
[ﬁ-(t) v el | 0] T @129
where
. N
Ajg = (AI»TP,-E) —{—)/iz‘L'FiTFi—I— Z Ol,'jEST(P]'S—P,‘S)—SZ'Z‘U,'—I—O.ZSSIZI-S,'—I—U,‘SZ-_IU,'.
j=Lj#i
It is concluded that (2.124) is guaranteed by
Ais PIB; U;
* —tl 0 <0, (2.125)
* * =S

where
Aie = Aie — Ui ;UL
By substituting the parameters of (2.76), (2.111), (2.112) and P;, into (2.125),
Qi1 + Qi+ 62213 < 0, Ve € (0, 7], (2.126)

which is obtained by (2.108)—(2.110). Thus, (2.120) hods for all i € S, and there is
a constant 6, > 0 such that

LIVED, D] < —0:|[ED|. (2.127)

On the other hand, for any i € S, let Z(¢) = z(¢) and define



2.3 Robust Stability 41

3
10 (2.128)
[0 0} Ole,

where - .
- M0 M0
Eie = [ 0 I} (q)il +ePpp +82<Pi3) [ 0 I} .
From (2.103), (2.104) and (2.116), there is a scalar 6, = min; cs Amin(Zj¢) > 0 such
that . )
V(&) z 8 (1807 + 021) (2.129)
From (2.127),

LIV ED. DI < ~6:br (1517 +1212). (2.130)

_ 5 ([N:oO
bl_rir}elélamln (|:0 I])

Taking into account (2.129) and (2.130) and by Dynkin’s formula,

where

t
0.6 {1117 + 1EIP) < 61V Gooro)) = 0y |6 {100 + 121 ds. - 213D
0
Applying Gronwall-Bellman lemma to (2.131), it is easy to see that there is a
scalar a; > 0 such that

& {132 + 1217} < acliolPe™, (2.132)

where b, = 951919_5_ I Then (%1, 2) is exponentially mean-square stable. From (2.75)
and (2.102), we obtain that

I%20l < IAS Nzl + vl BRI Fiy N1t + FiiNioka + G2
(||A%2|| + yl-uG,-ln) Izl + vl Fa Ny EL L+ vill B N [l -

A

33)

IA
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Under condition (2.100) and taking into account (2.132), it is obtained that

. . _be
Elllx21l} < allgolle™ 2", (2.134)

where

a=

2(1 4+ «)
== a max (1451 + viIGarll vill Fir M)

Therefore, system (2.73) is globally exponentially mean-square stable. This com-
pletes the proof.

Remark 2.8 In Theorem 2.16, not only is the existence condition of stability bound &
of system (2.73) with uncertain TRM presented, but also an estimation of ¢ is given.
In addition, the e-dependent Lyapunov function given by (2.117) is more general, in
which more slack matrices are introduced. That is, when P;5 = 0 and P;s = 0, one
can have the corresponding ones in [22, 23, 26, 28]. It should be emphasized that the
stability bound & was estimated directly without introducing additional inequalities.

When E = I, system (2.73) reduces to the following system:

x(t) = A1 (ro)x () + Az (r)z(t) + Bi1(r) f1(t, 1, X, 2),
ez(t) = A3(re)x(t) + Aa(re)z(t) + Ba(re) f2(2, 14, X, 2),
x(0) = xo,
2(0) = zo,

(2.135)

with constraints (2.11) and (2.74). Although system (2.135) is a normal singular
perturbed system with Markovian switching, it is also dealt with by a descriptor
approach which could reduce the conservativeness. It is easy to see that system
(2.135) is equivalent to

Ex(t) = A1(r)X(t) + Aa(r)z(t) + Bi(r) fi(t, 14, %, 2),
ei(t) = A3(r)X(t) + Au(r)z(t) + Ba(r) fo(t, 14, %, 2),
x(0) = xo,

z(0) = zo,

(2.136)

where

_[x0] s _[10] 0 I
x("‘[ym]’E—[OO] A = [Am) —1]’

Az(m:[A;zrt)} Bi(ry) = [B(r)],fl(t,rt,x,z)=f1(t,r,,x,z),

A3(ry) = [A3(r) O], falt,ri.X,2) = folt, 1. x,2),
Fi(ry) = [Fi(r) 0], Fa(ry) = [FZ(rt) 0].
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Using the similar method as in Theorem 2.16, the following corollary is ready to
be presented:

Corollary 2.1 Give a scalar ¢ > 0, if there exist matrices P;1 > 0, Pj, Pi3,
Py =Pl Pis=PL Ps=PL Uy >0 Up Uz >0, S >0, Si2, Si3 > 0and
scalar T > 0 such that LMIs (2.103), (2.104), (2.111), (2.112) and

v <o, (2.137)

w4+ Ew) <o, (2.138)
W)+ B + B2 <0, (2.139)
211 <0, (2.140)

Qi1+ 382 <0, (2.141)

Qi1 +8Rin +8202i3 <0, (2.142)

where

i _[ET(Pji — P)E — Uiy —Up
i * —Uiz ]’

) = ET(Pjs — Ps)E ET (P — P})

i2 " Pj " ’

roll 912 513 Sl4

QU a2 @1 ol U,y U
2 s T

* Qi 0 2y Up Us

Qi = * % —1I 0 0 0 ,
* %k * —tl O 0
* ok * * =81 —Sin
* ok * * *  —Si3

roll 512 513 ]
‘Qi2 ‘Qi2 'Qi2 000

v 83 85 2300
Q= * * 0 0 00],
* % % 0 00
* * * x 00
* * * * %0
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- - * - * — _\ *
2N = (ALPaE) + (AhVP2) + (A5 PsE) +0256} s

N
—&iUp + Z OtijE_T(le — P)E + ryl-z (Fgﬁll + Flgﬁlz) ,
=1 j#
QF =ALPu+E"PiAp+ PHVT A+ ETPL AL
+0.25¢% Sip — € Upp + Ty (FﬂGil + FiZGiz) ,
2 =E" PaBi+ PLVT B, 2 = ET P B,

N
— - —\ * — —
szilzlz(AiﬁPisE) + > ajET(Pjs — Ps)E.
j=1, j#i

N
Q)7 =ALPL + ALPs+ E"PsAp+ > oy ET (pT - PiT) ,

J
j=1, j#i
. N
= — 5 = " *
Q255 =E"PsBiy, 25 = (A,'T4Pi6) + (P3An)” + z @jj(Pjs — Pia),
J=1 i

-3 _
25 =Pi3Bj1,

hold for all i, j € S, j # i. Then for any ¢ € (0, €], equation (2.135) with (2.11)
and (2.74) has a unique solution on [0, 00) and is exponentially mean-square stable
over all the admissible uncertainties.

When ;; is accessible accurately, the corresponding result can be obtained di-
rectly.

Corollary 2.2 Give a scalar ¢ > 0, if there exist matrices P;j1 > 0, Py, P;3,
Py = Pl.z, Pis = Pig, Pig = Pl.g and scalar T > 0 such that LMIs (2.103), (2.104)
and

£2i1 <0, (2.143)
Qi1 +82i2 <0, (2.144)
21 + 820 + 8023 <0, (2.145)

where
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- Al 312 13 ol4
'Qil ‘Qil Qil Qil
>22 523
Sl = * 20 0 £ ’
* % —1] 0
L o x x —T]
- Al /12 513
25 25525 0
22 23 24
O, = | * 8285 2n |
* % 0 0
L x % % 0
0 0 00
~ «2L00
n — i3
$2i3 * % 00|
| * * *0

Gl = (A,T1 PilE) + (AiTIVP,-z) n (A,.T3P,-3E)

N
+ ijETleE + TJ/,-2 (FiTlFil + F,gFiz) ,
j=1
Q2 =ALPy+ ETPApn + PAVT Ap
+ ETPl-gAM + T)/i2 (Flzletl + Fl‘gGiZ) s

QF = (AiT4Pi4) + 1y} (G,Tl Gi1 + G,'TzGiZ) ,

N
@H = (AhPsE) + > myET PjsE,

j=1
N
gilzz =ALPL + AL Pig+ ET PisAin + Z”ijETPst
Jj=1
. N
Q% = (AiT4P,»6) + (Pi3Ain)* + D mij Pja,
j=1

N
51 . p.
253 —Z”u Pje,
j=1

When there is no Markovian switching, system (2.73) becomes

45

hold for all i € S. Then for any ¢ € (0, €], Eq.(2.73) with (2.2) and (2.3) has a
unique solution on [0, 00) and is exponentially mean-square stable.
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Ex(t) = A1x(t) + Axz(t) + By f1(¢, x, 2),
ez(t) = Azx(t) + Aqz(t) + By fo(t, x, 2),
x(0) = xo,

z(0) = zo,

(2.1406)

where fi(t, x, z), k = 1, 2, satisfies
| fe(t, x,2) = fut, X, DI Syl Fr(x — %) + Grz — DI, k=1,2, (2.147)

and
| fe(t, x, DI < ylFex +Grzll, k=1,2, (2.148)

where y > 0, Fj and Gy are constant matrices with appropriate dimensions.

Corollary 2.3 Give a scalar e > 0, if there exist matrices Py > 0, Py, P3, P4 = P4T,
Ps = PST, Pg = P6T and scalar T > 0 such that

& +&dy > 0, (2.149)

| 45Dy +82P3 > 0, (2.150)
2 <0, (2.151)
214882, <0, (2.152)

where

1
1
. 522 523
O = * 277 0 2 ’
* % —tl O
B * x —11
- All 512 A13
§2,° 2,7 82,7 0
. 522 A23 A4
o x  $25° 8257 2 ’
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N * * *
o' = (ATPE) + (aTvR) + (AT PsE) + 2 (FT R+ FL R,

D>

2= ATPy+ ETPiAy + PTVT Ay + ET PT A4 + 192 (FITGl + FZTGQ) :

>

1
1
B = ETP B+ P]VTB, 2/*=E"P]B,,
2
1

>

2 = (AZP4) +1y? (GlTGl + G2TG2) , 0B = B,
@' = (ATPsE)", @2 = ATP] + AL Ps + ET Psas, 1 = ET PsBy,
2 = (AZPa) + (P3AY)*, 257 = P3By, 23% = PsB,

hold. Then for any ¢ € (0, €], Eq.(2.146) with (2.147) and (2.148) has a unique
solution on [0, 00) and is exponentially stable.

To illustrate the results developed above, some numerical examples are presented
as follows:

Example 2.1 Consider the following singularly perturbed system from [29]:

X=x—z+ e
-t 114,20
I+4z (2.153)
ez=2x—z+ Ixlz
°= T a

For system (2.153), it is concluded that f)(x, z) = |x|z/(1 +4z?) and fo(x,z) =
Ix|z/(1 + 4x2) satisfy (2.74) with F| = Go = 0.25,G; = F, = O0andy = 1
respectively. By method [29], it is obtained that the stability bound is & = 9.5 x 1073,
while the stability bound computed by method [26] is ¢ = 0.3395. From Corollary
2.3, it is obtained that the stability bound &€ = 0.4528, which is large, and thus the
result given in Corollary 2.3 is less conservative.

Example 2.2 Consider the following Markovian jump singularly perturbed descrip-
tor system with two modes such as

Mode 1:
X] = x3 + 0.2f111 (t, x1,x2,2),
0=0.4x; —x2—Z—0.5f121(t,X1,X2,Z), (2.154)
ez =x1+x3 —z+ f12(t, x1, x2, 2),
where 1
t? 9 9 = T, 5
fax 2.2 = 77y
2 |x1|x2
t,x , X2, 2) = ————,
f11( 1, A2 ) 1+ 16)6%

fi2(t, x1, x2, 2) = 0.25z sin(xp + 2).
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Mode 2:
%1 = 0.3x1 +0.4x0 — 0.9z + 0.3 £ (¢, x1, x2, 2),
0= —0.9x] 4 x2 4+ 0.2z + 0.2 7 (¢, x1. X2, 2), (2.155)
ez =0.2x; — 0.5z + f22(t, x1, x2, 2),
where |
1 Xz
f21(17x17-x2’ Z) — 16+Z27
2 |x1]x2
t,x1,x2,2) = )
f1, x1,x2,2) 16422

f2(t, x1, x2,2) = 0.4z cos(x] — 2x2).

Itis concluded that the nonlinear perturbations of systems (2.154) and (2.155) satisfy
(2.74) and (2.75) with y; = 1,i = 1, 2. First, itis assumed that TRM is given exactly,

that is,
—12 12
= [ 0.4 —0.4}

By methods in [21-23, 30], there is no information on stability bound &. But from
Corollary 2.2, the above system has a unique solution and is exponentially mean-
square stable for Ve € (0, €] with a stability bound ¢ = 0.5229. If TRM IT7 is
not obtained exactly, only the estimated transition rates are got as 71; = —1.2
and 7> = —0.4, where uncertainty AIT satisfies |A712| < €10 £ 0.5%), and
|Aftp1| < e21 2 0.57; respectively. From Theorem 2.16, an estimation of stability
bound & = 0.3219 which guarantees that the aforementioned system is exponentially
mean-square stable for any ¢ € (0, €].

Example 2.3 Consider the following singularly perturbed system controlled by a
DC motor, which is illustrated in Fig.2.1. It is described as

x1(t) = x2(1),

. g . NK,,
xX2(t) = 7 sinxp(¢) + WZ(t)’ (2.156)
Ky,N R 1
2(t) = Lba x(t) — %z(t) + L—au(t),

where x1(¢) = 0, (1), x2(t) = ép(t) and z(t) = 1,(t) are system states, u(z) is the
control input, K, is the motor torque constant, K} is the back emf constant, N is the
gear ratio, and R(r;) is defined as

R Ry, ifr; =1,
14 =
! Ry, otherwise r; = 2,
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R Massless shaft.
Resistance length

Current I, Inverted

Pendulum

+ L.
Inductance R
Control LD Gear
Resistance 3
Input u = Train
v, = K,w,,
- back emf
(o,

Fig. 2.1 DC motor controlling an inverted pendulum

where {r;, t > 0} is a Markov process taking values in a finite set S = {1, 2}.
Let L, = ¢H, system (2.156) becomes a normal SPS with Markovian switching,
which is described as

x1(t) = x2(1),

NEm (1), (2.157)
mi?

e3(t) = —KpNxa(t) — R(r)z(t) + u(t).

ia(t) = ?sinxl(o n

The parameters of this system are given as g = 9.8m/s?, [ = Im, m = lkg,
N =10, = 1m, K,, = 0.1 Nm/A, K, = 0.1 Vs/rad, R, = 182 and R, = 252.
Substituting the parameters into (2.157) and letting u(¢) = —20x; — 2x7, one has

x1(1) = x2(2),
%2(1) = z(t) + 9.8 sinx (1), (2.158)
ez(t) = —20x; — 3x2 — R(r)z(2),

where TRM is first assumed to be given exactly, that is,

~15 1.5
= [ 0.7 —0.7]

For this case, it is also seen that the methods in [21-23, 30] fail in giving an estimation
of stability bound €. By Corollary 2.2, it is concluded that the corresponding closed-
loop system (2.158) has a unique solution and is exponentially mean-square stable
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25

System mode
&

05 L L L L L
0 2 4 6 8 10 12
Time (s)

Fig. 2.2 The mode of the closed-loop system with ¢ = 0.01

10 ; ; . . .

X0
. ‘xz(t)
5r) - -2 )

System state

2 4 6 8 10 12
Time (s)

Fig. 2.3 The states of the closed-loop system with ¢ = 0.01

for any ¢ € (0, 0.1022]. Let initial conditions x1(0) = 1, x2(0) = —1, z(0) = 1 and
ro = 1. The simulation of system mode r(¢) is shown in Fig.2.2, and the evolution
of system state is given in Fig.2.3.

Moreover, if TRM [T is an estimation I , and the uncertainties satisfy |Am2| <
€12 £ 0.572 and |ATT1| < €21 £ 0.57; respectively, then from Theorem 2.16, it
can be obtained that the corresponding estimation of stability bound is ¢ = 0.0685.
Especially, when there is no jumping parameter in system (2.158), thatis R, = Rj, =
182, it becomes a deterministic singularly perturbed system. Then, it is obtained that
there is no solution if the approach proposed in [28] is employed. However, the
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stability bound can be got as ¢ = 0.0388 by Corollary 2.3. This example, again,
shows that our result is less conservative.

2.4 Conclusion

This chapter has addressed the stability of SMJSs with general TRMs, whose TRMs
may be exactly known, uncertain, partially unknown and designed. The conditions
guaranteeing a given SMJS stochastically admissible are expressed in terms of LMIs
or LMIs with equation constraints, which can be efficiently solved by using stan-
dard numerical algorithms. Especially, when TRM is given exactly, necessary and
sufficient conditions with different forms are developed. Then, the robust stabil-
ity of Markovian jump singularly perturbed systems with uncertain switchings and
nonlinear perturbations for any perturbation parameter ¢ € (0, €] are solved by an
LMI approach. Instead of containing &, such conditions guaranteeing the existence
and uniqueness of a solution as well as stochastic admissibility, are established by
choosing an e-dependent Lyapunov function and only depend on stability bound &.
It is worth mentioning that the stability results proposed in this chapter will play
important roles in dealing with other problems. Part of the results presented in this
chapter are available in [31, 32].
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