
Chapter 1
Introduction

Random sets originate in works published in the mid-sixties by well-known
economists, Aumann [1] and Debreu [3] on the integration of set-valued functions.
They have been given a full-fledged mathematical development by Kendall [10] and
Matheron [16]. Random sets seem to have been originally used to handle uncertainty
in spatial information, namely to tackle uncertainty in the definitions of geographi-
cal areas, in mathematical morphology, and in connection to geostatistics (to which
Matheron is a major pioneering contributor, as seen by his work on kriging). Under
this view, a precise realisation of a random set process is a precisely located set or
region in an area of interest. This approach, especially applied to continuous spaces,
raises subtle mathematical issues concerning the correct topology for handling set-
valued realisations, that perhaps hide the intrinsic simplicity and intuitions behind
random sets (e.g., casting them in a finite setting). The reason is that continuous
random sets, like in geostatistics, were perhaps more easily found in applications
than finite ones at that time. In any case this peculiarity has confined random sets to
very specialised areas of mathematics.

Yet, as argued in this book, random sets, including and especially finite ones,
can be useful in other areas, and especially information processing and knowledge
representation. More precisely, the treatment of incomplete or imprecise statistical
data can benefit from random sets. Indeed, sets can represent incomplete information
about otherwise precise variables, that is, a random set can be a natural model for
an ill-known random variable. A random set is then a natural representation of a set
of possible random variables, one of which is the right one, what we can call the
epistemic understanding of random sets. This kind of view is at work in the pioneer-
ing works of Dempster [4] who studied upper and lower probabilities induced by a
multivalued mapping from a probability space to the range of an attribute of interest.
That multivalued mapping is formally the same as a random set, but now, the set has
a different meaning from the one in geostatistics. In the latter area, there is no such
things as upper and lower probabilities. However, if the random variable is ill-known,
the probabilities of events become ill-known as well. Dempster seems to have been
interested in catching up with older debates on the meaning of probabilities and of
the likelihood functions, in which the statistician Ronald Fisher was involved in the
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first half of the twentieth century, and that were left unsolved.1 In Dempster’s view,
if observable quantities can be related to the ill-known parameter characterising a
probabilistic model via a function with a known probability distribution, observa-
tions generate a random set of possible parameter values for the model. On this
ground, Shafer [19] developed his theory of evidence, breaking loose from the sta-
tistical setting of Dempster upper and lower probabilities, and considering them as a
form of non-additive subjective probabilities that go back to some ill-studied part of
Bernoulli’s works. Themathematical building block of evidence theory is a probabil-
ity distribution on the powerset of a finite set. The ensuing popularity of Shafer theory
in artificial intelligence showed that there could be plenty of applications for finite
random sets. Strangely enough there seems to have been very few cross-references
from the Dempster–Shafer literature to the random set literature and conversely, if
we except Nguyen’s early 1978 paper pointing out the formal similarities between
random sets and belief functions [17]. In this publication, the basic mathematics of
random sets are discussed in detail in an elementary framework, with due credit to
both traditions.

The emergence of fuzzy sets after Lotfi Zadeh’s pioneering paper in 1965 [26]2

led to their hybridisation with random sets, first by the French mathematician Robert
Féron in 1976, with his paper [9] in the Comptes Rendus de l’Académie des Sciences,
written in the French language, and whose title strictly speaking means “random
fuzzy sets”. This paper and other more extensive ones (in a little known French
mathematical economics outlet) appeared just after the introduction of random sets
in geostatistics by another French pioneer, Matheron, and they are in the same spirit.

In 1978 and 1979,Kwakernaak [14, 15] proposed the notion of fuzzy randomvari-
able completely independently from the random set tradition, with a clear intention
to represent an ill-known random variable (he explicitly mentions the fact that behind
a fuzzy random variable there is an original one that is standard, but ill-perceived).
Indeed, Kwakernaak does not refer to random sets at all, nor to Dempster’s works.
While Féron was fuzzifying random sets, Kwakernaak did randomise fuzzy intervals
understood as incomplete information.

The epistemic stance of Kwakernaak approach is testified by the fact that his
second paper [15] cites the seminal paper by Zadeh on possibility theory [27].
Zadeh’s paper prompted Dubois and Prade to relate fuzzy sets, viewed as possibility
distributions representing incomplete information, and Shafer belief functions. In
their 1980 book [6], they point out that Zadeh’s possibility measures are consonant
plausibility functions, and introduce the name necessity measures for the conjugate
functions of possibility measures, which are special case of belief functions. This
book, along with some subsequent publications by Yager [23, 24] contributed to
highlight possibility theory as an elementary basic building block of uncertainty
representations. Consonant versions of Shafer’s belief and plausibility functions

1 In his paper, Dempster refers to the early works of Smith [21] on imprecise probabilities, but no
reference to Aumann and Debreu is made (in fact these pioneers work more or less at the same time
in different areas).
2 Interestingly, the very same year as Auman and Debreu’s papers.
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actually date back to pioneering works from the late 1940s on by the economist
Shackle [20], who should be considered as the forerunner of possibility theory.
Possibility theory received an extensive treatment in [8], and has since then been
acknowledged as one of the three major uncertainty theories along with Shafer’s
evidence theory and the one of imprecise probabilities [22].

The objectivist tradition was taken over in the 1980s, by Puri and Ralescu [18]
who provide a rigorous mathematical foundation for fuzzy random sets, pursuing the
line opened by Féron. They indeed seem to cast their work in the Auman-Debreu-
Matheron tradition of random sets (even if citingmany above-mentioned forerunners,
with the notable exception of Dempster and Shafer and possibility theory). They
started to extend standard probabilistic notions to this setting (expectation, limit
theorems, normality. . .), while, much later on, Körner [11] construes the variance
of a fuzzy random variable as a precise number. On the contrary, the book by Kruse
and Meyer [13], whose works parallel the ones of Puri and Ralescu, catches up with
the tradition, initiated by Kwakernaak, of viewing a fuzzy random variable as a tool
for modeling incomplete fuzzy (they call it vague) information. As a consequence
they consider the variance of a fuzzy random variable as a fuzzy set modeling what
is known about the variance of the original random variable. Actually the difference
between the two traditions cannot be observed by studying the expected value, which
in the two traditions, is an interval or a fuzzy interval in the sense of Aumann integral.
But the way the variance is defined3 is a good indication of whether a random (fuzzy)
set models incomplete information or not. Figure 1.1 provides an overview of the
history of ideas and formal concepts outlined in this introduction.

Strangely enough, in the 1990s and later, many mathematical contributions to the
theory of fuzzy random variables (see for instance [2]) followed the Puri and Ralescu
tradition, not somuch theKwakernaak–Kruse one, even if, in these subsequentworks,
there was a deliberate intention of relating the mathematical developments and the
ensuing statistical tools to ill-perceived outcomes to random experiments taking the
form of linguistic variables in the sense of Zadeh, hence fuzzy numbers.4 This is
perhaps due to the lack of awareness of the existence of two distinct epistemological
traditions, beyond the mathematical differences pertaining to the kind of metric
spaces used, etc.

The aim of this book is to contribute to highlight the distinction between ontic
and epistemic random sets, and presents the basics of the epistemic approach in
connexion to imprecise probability theory, thus bridging the gaps between the works
of the Kwakernaak–Kruse tradition, and Dempster’s pioneering works in upper and
lower probabilities. Our claim is that while the Puri–Ralescu “objectivist” tradition
seems to be fit to the modeling of the variability of entities naturally taking the form
of fuzzy sets, the question of handling epistemic uncertainty in statistical processes

3 Compare the papers by Körner [11] and Kruse [12].
4 In parallel, some works proposed a direct fuzzification of Shafer’s theory of evidence (originating
quite early in a paper by Zadeh [28]) such as the papers of Dubois and Prade [7] (also relying on
Dempster’s construction), Yen [25], or more recently Denœux [5]; these authors make no reference
to fuzzy random variables.
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Integration of correspondences 
Aumann (1965), Debreu (1967)

Fuzzy sets 
Zadeh (1965)

Upper and lower probabilities 
Dempster (1967)

Random sets 
Kendall (1974), Matheron (1975)

Belief functions 
Shafer (1976)

Random fuzzy sets 

Fuzzy random variables 
Kwakernaak (1978, 1979)

Statistics with vague data 
Kruse, Meyer (1987)

Fuzzy random variables 
Puri, Ralescu (1986)

Statistical methods  
with imprecise random elements 
M. A. Gil & SMIRE Group (1987-)

Theory of 
imprecise probabilities 

Walley (1991)

Random sets and belief functions 
Nguyen (1978)

Higher order models  
for fuzzy random variables 

Belief functions  
with fuzzy focal sets 

Dubois-Prade (1985),  
Yen (1990), Denoeux (1997)

Information granularity 
Zadeh (1978)

Joint propagation  
of probability and possibility 

Baudrit, Couso, Dubois (2007)

Possibility theory 
Zadeh (1978),  

Dubois, Prade (1980)
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Fig. 1.1 History of random and fuzzy set representations of uncertainty
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is better addressed following the Kwakernaak–Kruse tradition, which can as well be
viewed as blending possibility and probability theories.
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