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Abstract This chapter discusses how digital assistance can be leveraged in the
design of analog to digital converters. Different types of digital assistance are
defined, and a few of the possible applications selected for detailed discussion.
Finally, an example of an ADC implementation heavily leveraging digital assis-
tance is presented.

1 Introduction

Digital assistance in ADCs can be generally defined as using digital techniques to
relax requirements for analog non-idealities. This is not a particularly new con-
cept: as early as 1981 digital correction was used to overcome accuracy limitations
in component matching [1]. Since then, technology scaling has massively reduced
the power and area cost of digital logic, and the prevalence of digital assistance has
increased to match. This has happened to such a degree that in some cases the line
between the pure analog architectures and digitally assisted architectures has
blurred.

Let us consider for example a conventional 1.5b/stage pipelined converter.
Strictly speaking even this architecture is digitally assisted [2]: analog comparator
errors are compensated by digitally combining different stage outputs. However,
the underlying redundancy technique is so common nowadays that few people
would consider this architecture to be overtly ‘‘digitally assisted’’. The scope of
this paper will be limited to digital assistance of Nyquist converters that involve
clearly defined observation and correction steps for analog non-idealities. A more
general overview of digital assistance in data converters is presented in [2].
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Using this definition and the data from [3] the Nyquist converters published at
ISSCC from 1997 to 2013 can be divided into two categories, based on whether
they use any kind of digital assistance. Figure 1 shows the Walden FoM versus
clock speed for these two populations and reveals two interesting trends. First:
40 % of the Nyquist converters published at ISSCC over this time period include
digital assistance, which indicates that these techniques are quite common. Second:
for clock speeds above 1 MS/s, all of the designs with best Walden FoM leverage
digital assistance. Obviously ADC performance cannot be reduced to just the
Walden FoM, and many designs achieve excellent performance without any digital
assistance, but this trend does lend credence to the idea that digital assistance can be
used to lower power consumption in analog to digital converters.

In the remainder of this paper, we will try to show why this is the case. In
Sect. 2, we will first briefly define different types of observation and correction.
Next, it will be explained how digital assistance can change analog design trade-
offs and how this could benefit power consumption in comparators, amplifiers and
DACs. In Sect. 4, these ideas are illustrated in a detailed look at the design of a
pipelined SAR ADC heavily leveraging digital assistance. Finally, in Sect. 5
conclusions will be drawn.

2 Types of Digital Assistance

A first important classification of digital assistance is based on how analog non-
idealities are corrected. In this chapter, digital compensation will refer to a digital
mapping of raw output bits to a corrected, final set of output bits, as illustrated in
Fig. 2a. On the other hand, digital calibration refers to the use of digital calibration
settings to adjust analog circuit parameters and thus directly correct output values of
the analog core as shown in Fig. 2b. The relative merits of compensation and cal-
ibration depends on the effect to be corrected, and both can be used in conjunction.

Compensation can be done using a simple look-up table to correct for purely
static effects [1], or using elaborate digital signal processing to correct for inter-
leaving artefacts, linearity or even self-heating gradients [4]. Digital calibration is
applied most commonly to comparator offsets [5], amplifier gains [6] or capacitor
values [7], and in all cases involves some digital programmability for said non-
idealities.

The choice between compensation and calibration is not a simple one. From the
point of view of area and power consumption, calibration is a preferred solution if
analog tuning can be implemented with negligible overhead: it avoids the constant
digital activity required for compensation logic. However, from the perspective of
design-time the flexibility of compensation may be a compelling argument. Some
effects, such as DNL degradation, are trivial to calibrate but are extremely difficult
to compensate, because they directly affect the quantization of the ADC core.
Higher level non-idealities, such as non-linear distortion, which may have many
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different analog contributions, are usually difficult to calibrate but comparatively
easy to compensate for.

A second important distinction is based on when the ADC core output is
observed. In this paper, we will refer to foreground observation if this occurs using
a well-known input signal while the ADC operation is interrupted. On the other
hand, if observation occurs while the ADC is quantizing an unknown input we will
refer to background observation.

The ability to observe non-idealities during continuous ADC operation is a
significant advantage to background techniques but this advantage is not without
its cost. Since background observation is subject to statistics of the ADC input, it
will typically take significantly longer to measure non-idealities with a given
confidence level than using foreground techniques. In addition, background
observation nearly always requires some assumptions about the ADC input sta-
tistics to guarantee convergence. On the other hand, foreground observation is
vulnerable to changes of non-idealities after the observation phase, while the ADC
is quantizing an unknown input. In many cases, this results in the need to peri-
odically repeat the foreground observation, and thus periods when the ADC is not
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quantizing its input. In burst-mode applications, this might be a valid choice, while
in others this is unacceptable.

These general methods for observation and correction provide a huge design-
space when implementing an ADC with digital assistance. Proper choices in this
design-space often require some knowledge about the system integration, in
addition to ADC design know-how.

3 Designing with Digital Assistance

In this section we will discuss a few common applications for digital assistance in
recent ADCs. We will consider how digital assistance changes design trade-offs
for comparators, amplifiers and DACs. We will not discuss digital assistance for
interleaved channels, despite its usefulness and popularity.

3.1 Calibration of Comparator Thresholds

Comparators are at the heart of nearly all ADC architectures, as they are required
to perform quantization. Their accuracy is limited by offset and noise, but not all
architectures are affected equally by these non-idealities. SAR ADCs, for example
are generally quite robust to offset since in a conventional SAR ADC a comparator
offset does not introduce any non-linearity. However, they are highly sensitive to
comparator noise, as this noise is added directly to the input. Redundancy, which is
nearly omnipresent in pipelined ADCs and gaining popularity fast in SAR ADCs,
can reduce sensitivity to both offset and noise. In flash-based architectures, how-
ever, comparator accuracy is still key, and calibration is an extremely useful
technique.

Indeed, the stringent requirements on offset can be all but completely avoided
by adding threshold calibration. This is illustrated in Fig. 3 for comparators with a
dynamic input pair followed by a latch. These comparators are activated on a
falling clock edge and generate a rising slope at the drains of the input pair,
depending on the input voltage. This slope is then resolved into digital levels by a
latch in different configurations [8, 9]. Threshold calibration can be added by
controlling the capacitance to the drain of the input pair [10], by controlling the
body terminals of the input pair [11] or by controlling the voltage on the gates of a
redundant input pair [12], among others [13, 14]. These calibration schemes have
different advantages and disadvantages: using load capacitance is low-noise but
slightly degrades speed, using body voltage tracks environmental changes rea-
sonably well but requires a separate N-well and using a redundant input pair is
probably the highest speed solution but slightly degrades noise.

Assuming comparator offset is calibrated, the final comparator accuracy is
limited by noise. In nearly all cases, for a given power consumption and speed
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comparator noise spread is significantly lower than comparator offset spread,
which implies a significant reduction in power consumption. In addition to these
power savings, offset calibration typically significantly reduces comparator input
capacitance. This is especially useful in flash-based architectures, where many
parallel comparators are required, and target speeds are typically high.

Comparator calibration also enables a few architectural changes. One example
is the noise-tolerant SAR ADC shown in Fig. 4 [15]. This design uses two offset-
calibrated fully dynamic comparators in parallel: one of these is designed for low
power and consequently has fairly high noise (HN), whereas the other is optimized
for low noise (LN) at a power penalty. In [15] the HN comparator is activated for
the first eight SAR cycles, after which the LN comparator resolves two final
cycles. By giving the final cycles 1b redundancy with respect to the first eight, the
ADC can tolerate a fairly large r.m.s. noise in the HN comparator without an SNR
penalty. Since only two low noise comparisons are required instead of nine,
comparator power can be significantly reduced. Without offset calibration, this
scheme would need far more redundancy to compensate for differences in offset
between the two comparators.

Another example is the comparator-controlled SAR ADC proposed in [16] and
illustrated for a 4b example in Fig. 5. In this example, the input is tracked on two
pseudo-differential 3b DACs and the input of 4 dynamic comparators. At a rising
edge of the clock, the tracking switch opens and the first comparator is activated.
When this comparator decides, either the positive or negative DAC MSB is dis-
charged and a ready signal is generated. This ready signal is delayed to allow time
for DAC settling, and then activates the second comparator. This comparator in
turn generates feedback and asynchronously activates the next comparator in line.
When all comparators have decided, the outputs of the 4 comparators can simply
be latched to obtain the final output code. This arrangement thus implements a
conventional SAR algorithm without the need for a controller, but in the absence
of comparator calibration, this configuration would be crippled by offset.

Regardless of how comparator offset calibration is implemented and leveraged,
a method for controlling the calibration codes is required. The most straight-
forward choice is foreground calibration: applying the desired threshold at the
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comparator input and changing the calibration code until the comparator outputs as
many zeroes as ones [5], or some variation on this scheme [14]. Background
schemes also exist but vary wildly depending on architecture: adding a redundant
ADC channel and averaging a rotating set of comparator pairs in a flash archi-
tecture [17], observing output code density [18, 19] or using redundancy to detect
erroneous decisions [18, 19].

In conclusion, comparator threshold calibration can be used to shift the critical
accuracy constraint from offset to noise, and thus reduce comparator power con-
sumption and input capacitance. In addition, this calibration enables some archi-
tectural changes that are potentially useful. The disadvantage is that most offset
calibration methods are sensitive to changes of temperature, common-mode input
voltage or supply voltage. This sensitivity thus needs to be handled either through
recurring foreground calibration or a background calibration loop for threshold
calibrated flash converters to be applicable in a real-world environment.

3.2 Digital Assistance for Amplifiers

Conventional pipeline converters rely on closed-loop high-gain amplifiers to
perform residue amplification. Feedback serves to linearize the amplifier and to
stabilize the residue gain, but it requires high gain to achieve good accuracy, which
is increasingly difficult in deeply scaled CMOS. Alternatives to high gain
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amplifiers have been explored: comparator-based switched capacitor circuits [20]
or ring amplifiers [21] also offer the benefits of closed-loop settling without some
of the drawbacks.

Digital assistance offers a different alternative: in [22] a digital loop tracks gain
and distortion of an open-loop single stage amplifier. This implementation uses
digital compensation: the digital logic which processes the stage outputs uses
adjustable coefficients for linear combination of the stage outputs, as well as
adjustable coefficients to correct dominant harmonic distortion components from
some of the stage amplifiers.

Digital assistance significantly changes the requirements for residue amplifiers.
Indeed, if gain stability and intrinsic linearity are not required, residue amplifier
requirements can be reduced to:

• some fairly low amount of gain, for example approximately 12 dB in [6]
• distortion at a level that can be corrected in the digital domain, for example no

significant non-third-order distortion components in [22]
• sufficiently low input referred noise
• sufficiently fast amplification.

While the above requirements for speed, gain and linearity can be further
relaxed through architectural choices, the input referred noise is a fundamental
limitation which currently dictates the lower power limit for amplifiers. To explore
this power limit, a number of unconventional amplification paradigms has been
proposed: charge-domain pipelines [23, 24], dynamic source follower-based
amplifiers [25] or charge-steering amplifiers [6, 26].

While some of these would be applicable at low resolutions without digital
assistance, most use digital compensation for gain and distortion. The exception is
[5] which uses calibration for gain and avoids the need for distortion correction by
limiting input and output range in the architecture choice. Using calibration to
reduce distortion is probably impractical: it is not straightforward to implement
analog controls guaranteed to fully linearize a circuit.

Background algorithms to observe residue gain and distortion are readily
available. For example, by adding pseudo-random dither to the input of the residue
amplifier and correlating the ADC back-end output with said dither sequence in the
digital domain gain and distortion can be estimated [22]. Methods based on output
histogram also exist [27]: these do not require any analog dither injection, but
typically do impose more stringent assumptions about the ADC input signal for
convergence. Even running at fairly low sample rates these algorithms are cer-
tainly fast enough to track most temperature variations, but to obtain an accurate
measurement of gain and/or distortion at start-up, a foreground observation is
often faster and more practical.

In conclusion, digital assistance can shift the critical requirements for residue
amplifiers from gain accuracy and distortion to noise. While these relaxed
requirements are certainly beneficial in their own right, they have also enabled
exploration of a number of non-conventional amplification paradigms in the quest
to find a more beneficial noise-power trade-off.
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3.3 Digital Assistance for DACs

SAR and many pipeline architectures rely on matched capacitor or resistor arrays,
specifically in feedback DACs. Given their current popularity, we will focus the
rest of this discussion on capacitor DACs, but some of the conclusions apply
equally to resistive or current DACs.

Assuming a careful common-centroid layout to eliminate systematic mismatch,
DAC matching is limited by random effects determined by the well-known Pelgrom
model [28]:

r
DC

C

� �
¼ Acffiffiffiffiffiffiffiffiffiffiffi

W � L
p ð1Þ

While this formula predicts a fairly straightforward 49 area scaling to improve
linearity by a factor 2, in some cases this scaling is anything but straightforward.
Indeed, as the size of an array increases, it becomes more sensitive to systematic
effects, even while tolerance for such effects decreases. This is especially
noticeable in high resolution SAR ADCs: in addition to very accurate matching
these also need an extremely large number of units, which further increases area
due to unit and routing overhead. In state of the art, there seems to be an intrinsic
matching plateau around 10.5b resolution [29]: higher resolution SAR ADCs tend
to use techniques to either relax matching requirements [1] or reduce unit count
[30].

Both compensation and calibration can be applied to capacitor DACs. Com-
pensation simply involves adjusting digital bit weights to match analog feedback
weights, but it requires redundancy to ensure a sufficiently fine quantization grid in
the presence of mismatch. In the absence of this redundancy, or to simplify digital
logic, calibration [7] is also an option.

A common misconception is that avoiding the matching limit allows sizing of
the DAC for kT/C noise, with obvious speed and power consumption benefits. This
is true from a certain point of view, but it does assume a fixed capacitance density.
In practice the matching constraint of (1) enforces a minimum DAC area, but does
not place a constraint on DAC capacitance. Indeed, in vertical MOM capacitors
the finger distance can usually be more or less freely chosen. Choosing a greater
finger distance thus in theory reduces capacitance without affecting matching. The
real benefit of avoiding the matching limits is thus in terms of area, and not in
terms of capacitance. Theoretical considerations aside, for high resolution arrays
reducing size is often very beneficial as it lowers sensitivity to systematic effects.
In addition, the theory indicating that Ac should be the same regardless of
capacitance density is not always verified during device modeling. As a result,
relying on a theoretical extrapolation of device matching might be somewhat risky.
In addition, digital assistance allows switching schemes that are very difficult to
design for intrinsic linearity [1].
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Background calibration algorithms to detect capacitor mismatch have been
extensively applied in pipelined ADCs [27], and could be generalized to cover
SAR ADCs. However, foreground calibration might in this case be sufficient, since
the primary goal is often to compensate for capacitor mismatch which changes
only very slightly as a function of environmental conditions. In many cases, since
drift is negligible over the chip lifetime, mismatch is even measured at manu-
facturing and fused into a ROM [1].

In conclusion, DACs can be compensated if redundancy is available, and can be
calibrated in general. In theory, the benefit from doing so is in terms of array area,
not in terms of power or speed, which should be taken into account when deciding
whether to go for intrinsic matching or not, especially at medium resolution. It can
be done in background, but in many cases a foreground-only approach is also quite
valid, since the non-ideality to be corrected is often quite stable over environ-
mental conditions.

4 Pipelined Dynamic SAR

In this section we will discuss the design of an analog to digital converter for a
software defined receiver. Power consumption will be aggressively minimized
using digital assistance. The basic architecture is reused from the dynamic pipe-
lined SAR architecture of [6], which scales favorably to the 0.9 V supply 28 nm
technology. Comparator offsets and residue amplifier gain are automatically cal-
ibrated on-chip, in either a foreground or a background mode. For these non-
idealities calibration is preferred over compensation because of the relative ease of
implementing analog controls. Channel offset is observed and compensated off-
chip, as compensation simply requires a half-rate digital addition. Channel gain
mismatch is observed off-chip but calibrated on-chip to avoid fairly power-hungry
digital multipliers that would be required for channel gain compensation. The
ADC prototype achieves a peak SNDR of 59.8 dB at 410 MS/s for 2.1 mW of
power [19].

4.1 Architecture

The implemented ADC consists of two interleaved channels with a full-rate front-
end sampling switch as shown in Fig. 6. The channels each consist of a 6b coarse
SAR stage, a dynamic residue amplifier, a 7b fine SAR stage and are accompanied
by a calibration engine. The calibration detects and corrects comparator offsets and
residue amplifier gain either in the foreground or in the background. Since each
channel is observed individually, the on-chip calibration engine does not correct
interleaving effects such as offset or gain mismatch. Both of these are observed
externally, and offset is compensated externally while channel gain is calibrated.
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A detailed view of one of the interleaved channels is shown in Fig. 7. Each
channel operates with one synchronous main channel clock used for sampling and
the start of the coarse SAR operation. After the coarse SAR has finished its
conversion, the residue amplifier is asynchronously activated using clkA and in
turn activates the fine SAR. Since the actual calibration engine operates on a single
clock, its outputs are retimed using clkA to ensure calibration inputs change only
when appropriate. Both the main calibration engine clock and the retiming clock
are divided by a programmable factor ranging from 1 to 1,024 in binary scaled
steps which allows a trade-off between calibration settling time and digital power
consumption. An 11b linear feedback shift register (LFSR) is used to generate a
2,047 length PRBS dither sequence that is synchronized in each SAR stage and
finally sent to the calibration engine for use in the residue amplifier gain cali-
bration as will be explained in the section on the calibration algorithms.
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4.2 Core ADC Design

The coarse SAR itself is implemented similar to [6, 16] using a comparator con-
trolled step-down DAC. There are three potential benefits to this arrangement. First,
the power consumption and delay in the SAR controller is avoided, which admit-
tedly is a fairly minor advantage in deeply scaled CMOS. Second, the above
arrangement avoids constraints on common-mode dependence of comparator off-
sets [31]. Indeed, in the step-down DAC used here the DAC common-mode
changes every cycle. This results in a different comparator input common-mode in
every cycle, and since in most comparator designs the comparator offset is com-
mon-mode dependent, this changing common-mode could introduce comparator
errors. While these errors can be mitigated using redundancy or a modified com-
parator design [31], having multiple comparators ensures that each comparator
operates at a specific common-mode, and is thus insensitive to common-mode
dependent offset. Finally, the above arrangement trivially allows cycle-specific
choices for comparator sizes and DAC settling delays. For example, since MSB
settling is typically critical in a SAR ADC, one could easily use a larger delay value
for the delay line between the first and second comparator than for the later cycles.

There are also two disadvantages. First, the need to implement multiple com-
parators rather than a single one: while this an energy-neutral operation using
dynamic comparators, it does impose a small area penalty. The more significant
disadvantage is the fact that each of the 6 comparators in the coarse SAR have
potentially different offsets, which need to be calibrated to ensure accuracy. This
can be done in foreground or background, but definitely requires digital logic, with
a further area penalty. In practice, the area increase due to the calibration logic,
especially combined with the area for multiple comparators, is larger than whatever
area is saved by eliminating the need for a controller in the first place, so this is not a
beneficial choice from an area perspective. In addition, the digital calibration logic
requires some energy, which should be lower than the energy typically required by
the SAR controller. For reasonable speed ADCs this is usually the case: whereas a
SAR controller is active and thus consumes energy in every ADC cycle, calibration
logic only needs to be activated often enough to track environmental changes. Since
in most environments, kilocycle/second calibration speeds are sufficient, a com-
parator-controlled SAR results in energy savings even for an ADC running at a
fairly modest 10 MS/s.

Due to a 1 bit redundancy between the coarse and fine stage, the coarse stage is
robust to any comparator error up to ±0.5 LSBcoarse. Since comparator offset is
calibrated, this redundancy can be used almost completely for errors due to DAC
settling or comparator noise. The coarse SAR also adds ±0.5 LSBcoarse dither to
the residue for use in the amplifier gain calibration as will be discussed later. The
coarse SAR is designed for intrinsic matching, since the 1 pF required at maxi-
mum density is not yet prohibitive in terms of power consumption or speed.

The residue amplifier must amplify the residue so that it can be sampled by the
fine SAR converter. Similar to [6] a dynamic amplifier is chosen since it combines
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low, purely dynamic power consumption with fast settling. Linearity issues are
avoided by using a limited output range and the gain uncertainty is compensated
using a calibration. Power supply rejection is not an issue, since the amplifier will
be powered from the 0.9 V reference, which must be extremely stable anyway.
Common-mode rejection is a potential issue: this approach assumes a fairly stable
common-mode, which changes at a speed that can be tracked by background
calibration.

The fine SAR architecture is similar to that of the coarse SAR except in the fact
that dither is subtracted prior to the first comparator in the fine stage, whereas it is
injected after the last comparison in the coarse stage. The top plate of a step-down
DAC is connected to the input of 5 high noise, and 2 low noise comparators
directly controlling aforementioned DAC. The DAC is implemented using 2.2 fF
units, not limited by the relaxed 6b matching requirements. Extra capacitance is
added to the DAC top plate to reduce the range of the DAC, thereby reducing the
required output range of the residue amplifier. One bit of redundancy between the
5th and 6th cycles of this SAR renders the converter robust to comparator noise
errors in the first 5 cycles. This allows the use of a relatively high noise comparator
in these cycles whereas the last two comparisons are noise-critical and therefore
done in comparators with lower noise and higher power consumption.

As each comparison in both coarse and fine SAR ADCs is done with a different
comparator, comparator offset errors potentially affect the converter accuracy. The
comparators can be sized for noise if comparator offset is calibrated as will be
discussed in the next section. This lowers the power consumption of these com-
parators to the same level required in a conventional, single-comparator, SAR
converter, as offset calibration can be implemented with an extremely small power
penalty. All comparators are implemented as in [9] with their offset calibrated
using digitally controllable MOS-capacitors.

4.3 Calibration Engine

The calibration engine supports both foreground and background calibration. It is
clocked at the start of tracking, which ensures that all its outputs change during the
track-time while the coarse SAR and amplifier are reset. The fine SAR calibration
inputs are retimed to change at the start of the fine SAR reset, which ensures they
also only change while the circuits they control are in reset mode.

4.3.1 Foreground Calibration

Foreground calibration assumes a zero differential input signal at the ADC com-
mon-mode. Comparator offsets are calibrated first, followed by amplifier gain
calibration. Since all coarse SAR comparators are activated at a different common-
mode during normal operation, this common-mode is replicated during calibration.
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This is done by shifting the common-mode of the zero differential sampled signal
using direct control of the internal DACs before activation of the comparator in
question. The output of said comparator is then accumulated during a program-
mable number of cycles and a binary search drives the comparator threshold to
obtain an equal number of zeros and ones at the comparator output.

To calibrate the fine SAR comparator offsets, the coarse SAR DAC is pro-
grammed to shift the common-mode amplifier input voltage to the appropriate
value. The amplifier is then activated to ensure a zero differential voltage of the
appropriate common-mode at the amplifier output. This voltage is then shifted by
the fine SAR DAC to the correct common-mode value for each fine SAR com-
parator. The average comparator output is again driven to 0.5 using a binary
threshold search.

In our implementation, all 13 comparators are calibrated sequentially for sim-
plicity, since the direct DAC control allows only one common-mode shift per ADC
cycle. Using slightly more complex direct DAC control, multiple common-mode
steps per cycle are possible, which could allow calibration of all 13 comparator
thresholds to happen concurrently.

In the last step of the foreground calibration the amplifier gain is tuned. The
zero differential input voltage is now transformed by the coarse DAC into ±0.5
LSBcoarse amplifier inputs at the correct common-mode for the residue amplifier.
The fine SAR stage is then operated normally and its output is accumulated for a
programmable number of cycles with positive and negative input each. If the
average difference between the two obtained second stage outputs is smaller than
32, the gain of the residue amplifier is increased, if it is larger than 32, the gain is
decreased.

4.3.2 Background Calibration

Background calibration is implemented using three different algorithms running
concurrently. The first algorithm calibrates the six coarse SAR and first 5 fine SAR
comparator offsets using the redundancy available in the ADC [18]. The second
algorithm calibrates the final two comparators of the fine SAR based on their
average outputs. A final algorithm is used to calibrate the residue gain using dither
injection similar to [32].

The first algorithm is illustrated in Fig. 8 for calibration of offsets in the first
stage using a one bit redundant second stage, with Vin1 representing the first stage
input and Vin2 representing second stage input. Since at design-time the ideal
residue transfer characteristic is well-known, the nominal upper and lower limits
of this characteristic are also known. The implemented algorithm assumes the
second stage is ideal, in which case the quantized output residue can only exceed
these nominal limits when an error occurs in one of the first stage comparators.
Based on the second stage output the sign of the error can be determined, and
based on the digital output of the first stage, the specific comparator responsible for
the error can be identified.
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In our implementation the difference between the number of incorrect positive
and the number of incorrect negative decisions for each comparator is counted, and
when this counter exceeds a programmable limit the comparator offset is adjusted
to reduce the probability of the more common type of error. By comparing the
relative probabilities of positive and negative errors the impact of comparator
noise, incomplete DAC settling and the fact that the fine SAR is not actually ideal
are reduced.

Since the last two comparators of the fine SAR do not have a redundant
comparison available, a second calibration algorithm uses output statistics to
calibrate these comparators as illustrated in Fig. 9. Because of the redundancy in
our implementation, the PDF at fine SAR comparator input after the first five bits
of the fine SAR would ideally be exactly 2 LSBs wide, but because of non-
idealities in the preceding residue generation this PDF will be somewhat wider.
Assuming that this PDF is more or less symmetric, the optimal placement of the
comparator thresholds is such that a symmetric output histogram is obtained. This
corresponds uniquely to a 50 % distribution for both comparator outputs. The final
two comparator thresholds are thus calibrated by accumulating the comparator
output during a programmable number of cycles and adjusting the threshold if the
number of positive decisions is larger than 75 % or smaller than 25 %.

The third and final algorithm is used to calibrate the residue amplifier gain as
illustrated in Fig. 10, slightly modified from [22]. A pseudo-random signal PN is
added to the residue amplifier input using the coarse stage DAC, and an ideally
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scaled version of this dither is subtracted at the output of the amplifier by the
second stage DAC, before the fine SAR quantization. The fine SAR output is
accumulated in one of two registers based on the sign of the dither and when the
difference between these two accumulations exceeds a certain value the residue
amplifier gain is adjusted. In our implementation we use ±0.5 LSBcoarse and ±0.5
MSBfine dither amplitude and a 2047 length pseudo-random signal generated using
an 11b LFSR. To reduce the complexity only the 4 MSBs of the fine SAR are
accumulated. Complexity is further reduced by comparing only the 7 MSBs of the
accumulators, instead of calculating the difference between the two accumulator
outputs and comparing this difference to a certain threshold. If the 7 MSBs are not
the same for both accumulators, gain is adjusted. While in the simplified scheme
the gain might be adjusted based on a very small actual difference between the two
accumulators, the amplifier gain step is sufficiently small that a few unrequired
changes of the amplifier gain do not significantly affect performance.

The calibration engine is described in VHDL and synthesized with a total gate
count of 6,080. Block area after place and route is approximately 60 lm by
250 lm for each calibration engine. Area and power consumption could be opti-
mized further by omitting some debugging and testing options.

4.4 Measurements

The ADC prototype has been manufactured in an 1P9 M 28 nm CMOS process with
a core chip area of 0.11 mm2 including the calibration engines but not decoupling
(Fig. 11). Individual supply domains with approximately 180 pF decoupling each
are used for channel 1 and channel 2; both calibration engines are implemented on a
third supply domain with another 120 pF decoupling. The chip area including this
decoupling capacitance is 0.25 mm2, which could be somewhat optimized by using
MOS capacitors for decoupling instead of only MOM. Gain and offset mismatch
between the two channels are measured by applying non-zero inputs and observing
both channel outputs. Gain mismatch is calibrated by changing the top plate DAC
capacitance in the coarse SAR, offset is compensated digitally.

INL and DNL performance is measured at 20 MS/s after a 3,000 cycle on-chip
foreground calibration and shown in Fig. 11. While the DNL is unremarkable, the
INL shows a significant and consistent pattern in both channels and across dif-
ferent dies. This has been identified to be due to unintended front-end layout
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Fig. 10 Illustration of
amplifier gain calibration
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dummies (active and poly) in the first stage DAC. Since redundancy is available,
this INL pattern is digitally compensated by adjusting the first stage bit weights for
the remaining measurements (Fig. 12).

The settling behavior of the background calibration is measured by program-
ming the chip in default, center-range settings and applying a full-scale sine wave
input. The SNDR calculated in 16 k windows with variable start point is shown in
the left plot of Fig. 13 for different divider ratios for the calibration engine clock:
the background calibration converges within approximately 50 k calibration cycles
per channel. This settling behavior is dominated by the amplifier calibration,
which needs at least 2047 cycles per step. Presetting the amplifier gain to a nearly
ideal value, settling to steady-state is significantly faster, as shown in the right plot
of Fig. 13.
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Dynamic performance is measured with background calibration clocked every
1,024 cycles. The SNDR versus input frequency is shown in the left plot of Fig. 14
for different clock frequencies: at 20 MS/s the ERBW is limited by external clock
phase noise, at 260 and 410 MS/s the ERBW exceeds 130 MHz. The SNDR
versus clock frequency is shown in the middle plot of Fig. 14 for low and near-
Nyquist input frequency. The low frequency SNDR degrades fairly gradually from
62.5 dB at 10 MS/s to 59.8 dB at 410 MS/s. The high frequency behavior
degrades gradually at moderate clock frequencies, shows significant degradation
around 360 MS/s and then increases somewhat again. The high input frequency
degradation at 360 MS/s is due to time skew induced by supply coupling: the clock
generation is powered by the channel 1 supply, and at 360 MS/s generation of the
sampling clock occurs during DAC reset, which generates some supply bounce.
This supply bounce modulates the sampling clock delay and because this only
occurs every other sample, a 4.5 ps time skew occurs.
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Fig. 13 SNDR versus FFT start index after programming default settings (left) and after
programming default comparator settings and correct amplifier gain (right)
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The circuit consumes 100 lA leakage current, 5 pJ per ADC clock cycle and
3.3 pJ per calibration engine clock cycle from a 0.9 V supply. Peak efficiency is
5.5 fJ/conv. step at 110 MS/s and less than 12 fJ at 410 MS/s with a Nyquist input
signal as shown in the right plot of Fig. 14. This efficiency is achieved by lever-
aging digital assistance wherever practical and clocking said assistance at a
drastically reduced clock rate, sufficient to track slow environmental changes.

5 Conclusions

It has been shown that digital assistance significantly changes the design tradeoffs
in analog to digital converters. Comparator calibration shifts accuracy constraints
from offset to noise which significantly reduces comparator power consumption
and input capacitance. In addition, comparator calibration allows some alternative
architectures that potentially further increase power efficiency. In amplifiers,
digital assistance relaxes requirements on linearity and gain precision and shifts
the critical requirement to input referred noise. In addition to lowering power
consumption in conventional amplifiers, this opens up many alternative amplifier
topologies. In DACs, digital assistance can be used to reduce required area for a
matching level, which is potentially useful at high resolutions.

Some of these concepts have been illustrated in the design of an interleaved
410 MS/s 11 bit pipelined SAR ADC enabled by digital assistance. A SAR
architecture leveraging comparator offset calibration, residue amplifier gain cali-
bration, channel gain calibration and channel offset compensation are assumed
during the design phase to relax analog requirements. In addition, due to a design
mistake, DAC linearity compensation is used. The measured prototype obtains a
peak SNDR of 63.3 dB at 20 MS/s and up to 59.8 dB at 410 MS/s with energy per
conversion step below 12 fJ. To date, similar performance has not been achieved
with similar energy consumption without digital assistance.
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