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Abstract  Nonlinearities have long been avoided in the design of structural systems. This was done to make problems tractable, to fit within current design paradigms, and often with the assumption that the resulting design would be conservative. Computational methods have made the investigation of nonlinear systems possible, which may yield more accurate and optimal designs. However, in venturing into the nonlinear regime, a designer must be aware of potential pitfalls, one of which is the possibility of unsafe responses “hiding in the weeds” of parameter or initial condition space. In this paper, an experimental study on a damped, post-buckled beam in the presence of noise is used to show that co-existing stationary solutions may be present in real-world scenarios. Stochastic resonance, a surprising phenomenon in which a small harmonic load interacts with, and magnifies the response to, an otherwise pure random load, is also studied and observed to occur in the beam.
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2.1 Introduction

Co-existing solutions and their basins of attraction are well represented in the literature, however, despite decades of study, even in the simplest case of single-degree-of-freedom (SDOF) models such as the Duffing equation, one may see extremely complex fractal basin of attraction boundaries separating co-existing solutions in initial condition (IC) space [1–3]. An excellent review of the importance, and many of the applications of co-existing solutions in nonlinear dynamics can be found in [4].

Real engineering systems are always subjected to at least some noise, which provides another level of complexity. The response of the Duffing oscillator under noise is studied in [5] for white noise, and [6] for bounded noise under parametric excitation. In nonlinear systems, even when small relative to the random input, harmonic forces may provide a disproportionate amount of energy to the response. This can occur through stochastic resonance. Stochastic resonance typically occurs when the time scale of the mean snap-through rate due to the random loading is close to that of a small harmonic input. The harmonic loading works to alternatingly deepen and shallow the competing potential wells which, in an average sense, promotes (or makes it more likely that) the response due to the random load will show increased coherence with the harmonic input [7]. As a consequence of this, the harmonic load is also able to do more net work on the system [8]. Good reviews of stochastic resonance, both in two-state and continuous systems, with many other potential applications may be found in the works [9–11].
The studies of stochastic resonance that most closely resemble the work in this paper may be found in [12] and [13, 14]. In the former, a numerical SDOF analogue of a buckled beam is used to investigate the potential for stochastic resonance to improve the performance of vibrational energy harvesters. The latter two include experimental results showing the presence of stochastic resonance in a bi-stable nanomechanical oscillator.

The experimental system studied in this paper is the clamped-clamped post-buckled beam. The nonlinear response of post-buckled beams has been studied for beams subjected to both harmonic loading [15], and random loading [16]. This system presents an ideal avenue for studying nonlinear phenomena in engineering structures as it is an intermediate step in complexity between qualitative discrete models and common structural systems such as curved panels and shells.

2.2 The Double-Well Duffing Equation

It is well known that the damped harmonically forced Duffing equation given by

\[ \ddot{x} + 2\xi \dot{x} - x + x^3 = A \sin \omega t \ (\xi = 0.05 \text{ in all cases herein}) \]

may be used to generate co-existing responses for many different forcing parameters. Several sample time series are shown in Fig. 2.1, where \( P_n \) indicates a response that repeats once every \( n \) forcing cycles. The single-well responses shown in this figure also contain a mirrored twin (not shown) in the other well.

Figure 2.2a shows the Poincaré section of the response, \( x \), as a function of frequency, \( \omega \), for a fixed forcing amplitude \( A = 0.3 \) in the absence of noise. This plot was obtained by running a simulation at a fixed frequency and plotting the
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where \( T_p \) is the forcing period. Four types of response are shown: (cyan) Single-well non-chaotic \( P_1 \), (blue) chaotic, (red) cross-well \( P_n \), (green) cross-well \( P_1 \). (b) Response type chart in forcing parameter space, the four number sequences indicate the existence (1) or non-existence (0) of, in sequence, the cyan, blue, red, and green response types. The horizontal dashed line in part (b) corresponds to the forcing amplitude used in part (a) and the target markers denote forcing parameter pairs of interest (Color figure online).

Fig. 2.1 Sample time series for a damped harmonically forced double-well Duffing oscillator: (a) co-existing \( P_1 \) cross-well and single-well responses \((A = 0.3, \omega = 0.75 \text{ rad/s})\), (b) co-existing cross-well chaos and cross-well \( P_1 \) responses \((A = 0.3, \omega = 1.20 \text{ rad/s})\), and (c) co-existing single-well \( P_1 \) and cross-well \( P_3 \) responses \((A = 0.25, \omega = 1.80 \text{ rad/s})\).
position “x” each time the forcing reached a particular phase (after transients were allowed to decay). Hence, in the event of a $P_n$ response these Poincaré samples repeatedly revisit the same $n$ points. All of the data points for a particular simulation were color-coded according to the labels in the caption. At each frequency, 60 simulations were performed at random ICs to search for co-existing solutions, which is why many frequencies contain multiple types of color-coded response. The complete procedure was then repeated over a grid of 200 frequencies to yield the final plot. In order to include the effects of all the forcing parameters, in Fig. 2.2b the vertical axis is replaced with the forcing amplitude, $A$, (with a resolution of 200) and contours were plotted based on the number and types of responses co-existing at each parameter set. The determination of chaos was done by calculating the sign of the largest Lyapunov exponent ($\lambda_1$) via the method discussed in [17].

The green (cross-well) and cyan (single-well) “paths” of Poincaré points in Fig. 2.2a appear to show more than just a single $P_1$ response. This may indeed be the case, however, at least one of these is trivial as all responses exist with a 180° phase-lagged mirror image counterpart due to the symmetry of the system.

The level of complexity in Fig. 2.2 is quite surprising considering the simplicity of the equation of motion. The region of potential cross-well response is perhaps of most interest as it is mostly likely to lead to unsafe design in the event where a simulation or experiment, purely by happenstance, only captures the “safe” single-well response. It is therefore of interest whether this region persists under more realistic loading, i.e. in the presence of noise.

A noisy forcing term (a normally distributed random process $\xi(t) = \sigma u$, where $u$ is standard normal) was added to the right-hand-side of the Duffing equation. At low noise levels, the underlying deterministic attractors are not completely destroyed, instead the noise blurs the boundaries in the basins of attraction. This is shown in Fig. 2.3, where the basins of attraction yielding co-existing solutions are shown with and without the addition of the noise term $\xi(t)$. The fractal basin boundaries observed in part (a) are a well-known feature of the Duffing system. For part (b), each IC pair was simulated 60 times and in the event that all responses ended up on the same attractor the IC pair was shaded black or white depending
on the type of response, however, if each response occurred at least once the IC pair was shaded gray. As the noise level is increased further, eventually the attractors are destroyed completely, at first by occasional jumping between the “ghosts” of the former attractors, and then at really high noise levels the response takes on a new, more random character.

A response of the system in the gray shaded regions of Fig. 2.3b may be better understood by looking at part (c). In this figure the IC denoted by the red dot in part (b) was simulated 100,000 times, the results of which were used to create a time varying probability density plot. At time $t = 0$ the probability density is a delta function at $x = -2$, $\dot{x} = 0$. Only five forcing cycles later it produces a broad density plot. As the time progresses it begins to show three distinct peaks, and after ten forcing cycles it has reached a steady state. Beyond this point, the probability density becomes periodic returning to what is shown once every forcing cycle. It should be noted that the density plots shown are a projection, as the velocity is not shown. The two smaller peaks are in fact the solutions that were trapped in the two potential wells. These two peaks oscillate on either side, while the large peak oscillates across the both wells. After ten forcing cycles the three separate peaks no longer exchange any probability density, and in the full $x$ and $\dot{x}$ space they never come in contact. Under higher noise levels intermittency appears as “leakage” between the peaks.

A more complete picture of the response of the Duffing oscillator to increasing noise levels is given in Fig. 2.4 for a grid of $100 \sigma$ values. The forcing parameters used to develop this plot were in a single-well response region just below potential snap-through (see Fig. 2.2b). This was selected to avoid confusion between stochastic resonance and primarily deterministic cross-well response. The top plot shows the average switching (or snap-through) frequency $f_{SW}$, which is the frequency of crossings of the $x = 0$ hilltop in either direction. The bottom plot in each panel contains the average work caused by the harmonic force component over a single forcing period (solid black curve, left axis), the maximum correlation envelope (shaded gray, left axis), and the ratio of the harmonic to total work (dashed black curve, right axis). Also shown in the insets of this figure is a time series before (showing intermittency) and near stochastic resonance.

The value $W$ is the average work done by the harmonic component of the total force (through the total displacement) over a single harmonic forcing period and presents a peak value at a nonzero noise level that is much higher than the work under the harmonic load alone. This phenomenon is known as stochastic resonance. Perhaps more meaningful than $W$, is the ratio of the average work done by the harmonic force to the total average work $W_t$ done over a single forcing period. It is not obvious whether, for a given amount of average energy input, if it is better or worse, say in the context of fatigue, that the majority of the energy input be delivered by the harmonic or random force components.

Another interesting result is obtained by plotting the cross-correlation for harmonics at different phases than the true harmonic input (this is no longer work but has the same units). The gray shaded region in Fig. 2.4 shows the envelope of the maximum cross-correlation at each frequency. The phase at which the maximum occurs is potentially different for each point on the envelope. Note that the actual work, $W_t$ can never exceed this envelope, and in this case it in fact does not make any contact.
In the literature it is usually assumed that the resonant peaks in the work $W$ should occur approximately where the average switching rate is approximately twice (a full response “cycle” requires two switching events) the harmonic forcing frequency ($f = \omega/2\pi = 0.12$ Hz). The dashed line construction at a frequency equal to twice the harmonic forcing frequency shows that this is not true for this system, although many results in the literature are for heavily overdamped systems.

### 2.3 The Post-Buckled Beam

While useful to come to a phenomenological understanding, it is difficult to determine the relevance of the above results to real world structural systems. In this section, the same types of behavior are shown to occur, both experimentally and using a finite element (FE) model, in a post-buckled beam, which can be seen as an analogue for curved structural systems such as aircraft panels.

The experimental system investigated in this section is a clamped-clamped stainless steel beam as shown in Fig. 2.5 with beam thickness $t$, width $b$, length $L$, modulus of elasticity $E$, density $\rho$, and coefficient of thermal expansion $\alpha_T$. The beam was buckled under various axial loads that were induced by a heat lamp placed several feet in front of the beam (not seen in photograph). The beam was fastened to a shaker which provided harmonic and random loading through base excitation. The power spectral density that was used was a flat band between 50 and 500 Hz with no power at other frequencies.

The various experimental results that follow were also obtained at two temperatures ($T_1 = 34.7^\circ C$, $T_2 = 26.1^\circ C$). This was done to promote snap-through at different load levels. The beam was also tested at two different realistic damping levels ($\zeta_1 = 0.71\%$, $\zeta_2 = 1.70\%$) which was adjusted by attaching thin adhesive aluminum constrained layer damping foil strips to the back of the beam. Co-existing responses were quite easy to find at both temperatures and damping levels. The natural frequency of the post-buckled beam at $T_1$ was found to be 163 Hz.

In order to gain a sense of the robustness of experimental phenomena shown later, and to ensure that they are real physics as opposed to pathological effects of experimental imperfections, the results are compared with those of a numerical model. However, as the focus of this paper is not on developing accurate numerical models, a relatively simple FE approach is taken. Despite the simplicity of the model, the results will be shown to be surprisingly accurate.

The finite element model was developed using the lumped mass co-rotational beam element formulation in [18] with 24 elements, and solved using an arc-length solution following routine. The damping ratios identified experimentally were used to select the coefficient for mass proportional damping. Slightly different temperatures were applied to the FE model ($T_1 = 35.3^\circ C$, $T_2 = 27.1^\circ C$) than were observed experimentally. This was done to best match all of experimentally measured static quantities, that being the natural frequencies, temperatures, and the $y_0$ quantity (distance between the two post-buckled configurations) seen in Fig. 2.5.

As opposed to independently generating harmonic and random loads to match that used in the experiments, the total experimental loading applied to the structure, measured with an accelerometer, was fed into the FE model.

---

**Fig. 2.5** Photograph of beam clamped to shaker with parameters inset top right, and illustrative load-deflection curve under transverse load inset bottom left. Damping treatment was applied to the back of the beam.
2.3.1 Results

The affect of increasing the noise level on the response is illustrated in Fig. 2.6 using forcing parameters which, under pure harmonic loading alone, yielded co-existing snap-through and non-snap-through responses. This was not difficult to find in the system, and could usually be found at almost any thermal load and forcing frequency by varying the forcing amplitude. Parts (a) and (b) show the co-existing experimental and numerical time series under pure harmonic load. The dashed vertical lines in the experimental curves denote external perturbations (a manual disturbance applied to the beam) that were used to search for co-existing solutions. For the numerical plot in part (b) a temporary large amplitude harmonic force was applied to find the snap-through response (light gray curve), while starting from rest yielded the small amplitude response (black). Both the snap-through and non-snap-through responses are periodic, although the snap-through response is slightly less regular. Parts (c) and (d) instead show the response under combined harmonic plus random loading. The response for both systems now appears to intermittently switch between cross-well and single well response. The approximate noise levels at which the co-existing responses in parts (a) and (b) are destroyed in favor of intermittent response was approximately $1.8 \text{ g RMS}$ both experimentally and numerically, demonstrating that co-existing response can persist with nontrivial noise intensities. Due to
Stochastic resonance was also observed in the buckled beam. Figure 2.7 contains the cross-correlation envelopes for the experimental and numerical response of the structure under increasing noise levels. The harmonic loading parameters used to develop these curves was reduced from 8.0 g down to 1.0 g for practical purposes, as for stochastic resonance it is necessary to apply random loads well in excess of the harmonic load, which was beyond the capability of the shaker for an 8.0 g harmonic load. In order to ensure that cross-well behavior was still accessible under reasonable levels of noise, the temperature of the system was also reduced to $T = T_2$.

Stochastic resonance and phase lag are not immediately obvious by visual inspection of time series shown in the insets (also see insets in Fig. 2.4), it must instead be determined by numerically integrating the forces and response over a long time series. Unfortunately, the controller that was used to operate the shaker did not independently report the harmonic and random components of the total input base acceleration. Thus, the work due to the harmonic force cannot be determined. Instead, for each noise level the cross-correlation of the total response velocity was calculated with respect to harmonic functions (with frequency equal to the harmonic forcing frequency) of unit magnitude over a fine grid of 100 initial phase lags. The maximum correlation obtained is the value that is plotted, making this equivalent to the gray shaded envelope in Fig. 2.4 for the Duffing system. The phase at which the maximum correlation occurred has no particular meaning as the time at which the data recording device was turned on was completely random in phase relative to the time when the dynamic loading was initiated.

The correlation envelope is given units of acceleration (since $A = 1.0 \text{ g}$) times distance, however, the units are less meaningful than the relative agreement between the experimental and numerical results. Another difference in this plot relative to the results on the Duffing equation is that it is only an approximation of the correlation as only the midspan velocity was recorded. Nonetheless a clear stochastic resonant peak is visible both numerically and experimentally. Each experiment and simulation was based on an 80 s time series (or 4,000 forcing cycles), which was long enough for the averaging routines to reasonably converge without overloading the data acquisition equipment.

### 2.4 Conclusions

The possibility of co-existing responses persisting in the presence of noise and damping, and the phenomenon of stochastic resonance are investigated. Results are shown for both a simple Duffing oscillator, and more importantly, for a post-buckled beam subjected to combined harmonic plus random loading. An FE model is developed to compare with the experimental results of the post-buckled beam with excellent agreement, indicating that these behaviors are not anomalous.
It was observed in this study that co-existing solutions may persist up to nontrivial levels of noise. For more intermediate levels of noise it is shown that intermittency occurs where the system hops between the two formerly stable attractors. Finally, at levels of noise much higher than the harmonic forcing, stochastic resonance was observed. In the vicinity of stochastic resonance the harmonic forcing provides a disproportionate amount of energy to the response. Thus, at all levels of noise, underlying harmonic components continue to greatly affect the response.
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