
Chapter 2
Time-Varying Linear Processes

2.1 The State Equations for Linear Processes Varying
in Time

The usual analytical modeling of linear processes, variant in time, can also be
expressed using ordinary differential equations (ode) of the form (1.1), associated
with algebraic equations of the form (1.2), with the observation that the elements
of the four matrices can be in a complete form, or in an incomplete one—con-
tinuous functions of time, respectively: A = A(t), B = B(t), C = C(t) and
D = D(t). If the known input vector u(t) presents a continuous evolution with
respect to the time (t), the solutions of the ordinary differential equations (ode), in
the vector form (2.1), respect the continuity conditions in the Cauchy sense. If
(2.1) limits to four successive derivatives with respect to time, we have

_x ¼ Axþ Bu ð2:1Þ

€x ¼ _Axþ A _xþ _Buþ B _u ð2:2Þ

vx ¼ €Axþ 2 _A _xþ A€xþ €Buþ 2 _B _uþ B€u ð2:3Þ

{x ¼ vAxþ 3€A _xþ 3 _A€xþ Avxþ vBuþ 3€B _uþ 3 _B€uþ Bvu ð2:4Þ

In this case also, ( _x) in (2.2) is taken from (2.1), (€x) in (2.3) is taken from (2.2)

and finally (vx) in (2.4) is taken from (2.3) and so on, which simplifies a lot the
operation of progressive derivatives with respect to time of the state vector (x).

2.2 The Complete Taylor Series

The numerical approximation of the vector (xk) corresponds to the general formula
(1.7) of the decomposition in the Taylor series, with all the observations associated
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in Sect. 1.2. In the composition of the derivatives ðxk�1Þ
ðmÞ

from (1.7), it is con-

sidered Ak�1

ðm�1Þ
¼ dm�1

dtm�1
½AðtÞ�

tk�1
;Bk�1

ðm�1Þ
¼ dm�1

dtm�1
½BðtÞ�tk�1

, which exist in (2.2), …,

(2.4). The vector (xk) approximated at the moment tk = k � Dt corresponds to

xk ffi xk�1 þ
Dt

1!
Axþ Buð Þk�1þ

Dt2

2!
_Axþ A _xþ _Buþ B _u
� �

k�1

þ Dt3

3!
€Axþ 2 _A _xþ A€xþ €Buþ 2 _B _uþ B€u
� �

k�1

þ Dt4

4!
vAxþ 3€A _xþ 3 _A€xþ Avxþ vBuþ 3€B _uþ 3 _B€uþ Bvu
� �

k�1þ � � �

ð2:5Þ

a result that limits at x = 4. The notation ()k-1 underlines the fact that the entire
expression inside the parenthesis is considered at the sequence (k-1) and the
moment tk-1 = (k-1) � Dt.

Furthermore, the observations made after the formula (1.8) remain valid.

2.3 The Taylor Series with Odd Derivatives

The numerical approximation of the vector (xk) is finally based on the Eq. (1.10),
with the same advantages. By replacing in (1.10) the derivatives (2.1) and (2.3),
also considered at the sequence (k-1), we obtain

xk ffi xk�2 þ 2
Dt

1!
ðAxþ BuÞk�1 þ

Dt3

3!
€Axþ 2 _A _xþ A€xþ €Buþ 2 _B _uþ B€u
� �

k�1þ � � �
� �

þ � � � ð2:6Þ

a result that represents the vector (xk), approximated by the method of Taylor
series with odd derivatives.

2.4 The Taylor Series with Even Derivatives

For the numerical approximation of the vector (xk), it is based on the Eq. (1.13),
having the same advantages. By replacing in (1.13) the derivatives (2.2) and (2.4),
also considered at the sequence (k-1), we obtain

xk ffi 2xk�1 � xk�2 þ 2
Dt2

2!
_Axþ A _xþ _Buþ B _u
� �

k�1þ
Dt4

4!
�

�

vAxþ 3€A _xþ 3 _A€xþ Avxþ vBuþ 3€B _uþ 3 _B€uþ Bvu
� �

k�1þ � � �
�
þ � � �

ð2:7Þ

The same as in Sects. 1.2–1.4, the three above methods based on the Taylor
series, that is, the complete method (2.5), with odd derivatives (2.6) and even
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derivatives (2.7), appeal to the input vector ðuk�1
ðmÞ
Þ for m = 0, 1, 2, 3, … only at the

regressive sequence (k-1), even if ðuk
ðmÞ
Þ is also known at the current sequence (k).

The following three methods, called Taylor series—LIL, in complete form,
with odd derivatives and even derivatives, will also operate with the input vector,

at the regressive sequence ðuk�1
ðmÞ
Þ, as well as at the current sequence ðuk

ðmÞ
Þ, which

will lead to some significant advantages.

2.5 The Complete Taylor Series-LIL

If the approximation (1.16) is introduced in (2.5), for m = 1, after calculus, we
have the same local-iterative linearization form (1.17), where

gk ¼
Xx

m¼1

Dtm

m!
Bk�1

ðm�1Þ
ð2:8Þ

and

hk ¼ xþ Dt

1!
Axþ Dt2

2!
ð _Axþ A _xþ B _uÞ þ Dt3

3!
ð€Axþ 2 _A _xþ A€xþ 2 _B _uþ B€uÞ

�

þ Dt4

4!
ðvAxþ 3€A _xþ 3 _A€xþ Avxþ 3€B _uþ 3 _B€uþ BvuÞ

�

k�1

þ
Xx

m¼1

Dtm

m!
Bk�1

ðm�1Þ
" #

Xx

m¼1

ð�1Þm Dtm

m!
u
ðmÞ

k

" #

:

ð2:9Þ

The observations made after the Eq. (1.19) remain valid, but for gkð Þ and hkð Þ,
we have the expressions from (2.8) and (2.9). The vector of the forced component
gk � ukð Þ is less simple than the one from (1.17), and the vector of the free com-

ponent hkð Þ in (2.9), which has in its constitution ðuk�1
ðmÞ
Þ and ðuk

ðmÞ
Þ, has a more

laborious expression than the one in (1.19).

2.6 The Taylor Series-LIL with Odd Derivatives

If the approximation (1.16) is introduced in (2.6), for m = 1, after calculus, we
have the same local-iterative linearization form from (1.17), where
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gk ¼ 2
Dt

1!
Bþ Dt3

3!
€Bþ � � �

� �

k¼1

ð2:10Þ

and

hk ¼ xk�2 þ 2
Dt

1!
Axþ Dt3

3!
€Axþ 2 _A _xþ A€xþ 2 _B _uþ B€u
� �

� �

k�1

þ 2
Dt

1!
Bþ Dt3

3!
€Bþ � � �

� �

k¼1

Xx

m¼1

ð�1Þm Dtm

m!
u
ðmÞ

k

" # ð2:11Þ

The observations made after the Eq. (1.19) remain valid, but for (gk) and (hk),
we have the expressions from (2.10) and (2.11).

2.7 The Taylor Series-LIL with Even Derivatives

If in (2.7) we replace (uk-1) with (1.16), then we will also obtain after the com-
putations the form (1.17), where

gk ¼ 2
Dt2

2!
_Bþ Dt4

4!
vBþ � � �

� �

k¼1

ð2:12Þ

and

hk ¼ 2xk�1 � xk�2 þ 2
Dt2

2!
ð _Axþ A _xþ B _uÞk�1

�

þDt4

4!
ðvAxþ 3€A _xþ 3 _A€xþ Avxþ 3€B _uþ 3 _B€uþ BvuÞk�1 þ � � �

�

þ 2
Dt2

2!
_Bþ Dt4

4!
vBþ � � �

� �

k¼1

Xx

m¼1

ð�1ÞDtm

m!
u
ðmÞ

k

" #
ð2:13Þ

The observations presented after (1.17), …, (1.19) remain valid, but for (gk) and
(hk), we have the expressions from (2.12) and (2.13).

For the entire chapter, we have obtained a general form that approximates the
numerical model Taylor—LIL for time-varying linear processes, respectively

xk ¼ gkuk þ hk; ð2:14Þ

yk ¼ ðCkgk þ DkÞuk þ Ckhk: ð2:15Þ

Of course, this system particularizes for the three variants of the method of
Taylor series—LIL, which are the complete one, with odd derivatives and even
derivatives, as it has been presented in Sects. 2.5–2.7.
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There is a formal similarity between (1.27) and (1.28) with (2.14) and (2.15),
with the difference that the constant matrices (g), (C) and (D) are now becoming
matrices with linear functions of time, sequentially expressed by (gk), (Ck) and (Dk).

Even if (2.14) and (2.15) can have laborious forms, we can underline the unitary
and systemized character of the model of Taylor series—LIL, which gets more
precise as (x) gets higher.

2.8 The Non-iterative Variant of Calculus of the Taylor
Series

For time-varying linear processes is based on (2.1), …, (2.4), where we operate

with successive replacements of the vectors ð _xÞ, ð€xÞ, ðvxÞ,etc., formally identical
with the ones presented in Sect. 1.8. In this case also, the non-iterative variant
becomes more laborious than the results obtained in (Sects. 2.1, …, 2.7).

The general observation for this chapter needs to be reminded that all matrices
(gk) in (2.8), (2.10) and (2.12) are dependent on the current sequence (k), unlike in
Chap. 1, where all matrices (g) were constant.

As a conclusion, we can notice that the entire mathematical formalism from this
chapter operates with multiple derivatives with respect to time, of the matrix
(A) and the vectors (B) and (u), to which we progressively add the more com-
plicated expressions of the derivatives in (2.1), …, (2.4).

Even if the results (2.5), …, (2.15) become laborious, it is underlined the
unitary and systemized character of the method of Taylor series or the method of
Taylor series—LIL (each one in its three variants), for the numerical modeling and
simulation of linear processes, variant in time.
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