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1.1

Introduction

State of the art bulk growth of SiC crystals is carried out by the seeded subli-
mation, often referred to as physical vapor transport (PVT) growth method.
Today, 3 inch and 4 inch 4H-SiC wafers are commercially available with al-
most zero micropipe density and dislocation densities in the low 104 cm–2

range. The present contribution summarizes research that has been performed
by the authors in recent years using advanced growth techniques for improved
doping, for control of gas phase composition, and for a deeper understanding
of defect formation, i.e. dislocation dynamics, during SiC bulk crystal growth.
Much of the work was carried out using a modified physical vapor transport
(M-PVT) setup that uses an extra gas pipe for feeding of a small amount of ad-
ditional gases into the growth cell [1–5]. With this technique, for the first time,
p-type aluminum doping of SiC was realized with resistivities of as low as
0.1 Ω cm . . . 0.2 Ω cm that meet electronic device requirements [6]. In addi-
tion, the highest in-situ n-type phosphorus doping using phosphine with
chemical concentrations above 1018 cm–3 could be realized [7]. For the quanti-
tative electrical characterization optical techniques, such as optical absorption
and Raman spectroscopy, were applied in addition to or as replacement for
purely electrical measurements [8–18]. Numerical modeling was successfully
applied to understand mass transfer and growth in the M-PVT growth configu-
ration [4, 5, 19–21]. Mass transport investigations were also conducted in the
conventional PVT configuration using the carbon isotope 13C [22–24]. The
occurrence and vanishing of certain dislocation types with varying doping type,
i.e. n-type and p-type doping were discovered. As a main result it was found that
basal plane dislocations (BPDs) appear less pronounced or are even absent in
p-type doped SiC, irrespective of dopant type, aluminum or boron acceptors, re-
spectively [25–27]. This indicates that this dislocation type can be suppressed by
p-type doping. The suppression of BPD generation in SiC by p-type doping could
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2 1 Bulk growth of SiC

have a tremendous impact on high power electronic devices made from this mate-
rial. This is because the generation and expansion of stacking faults due to the
movement of BPDs will be suppressed as well. Recently, dislocation and defect
generation studies were expanded to in-situ X-ray diffraction studies [28].
The following discussion focuses on new results in the field of dislocation dy-

namics. Besides doping, additional parameters such as growth temperature were
taken into account. For the latter, a number of experiments were conducted in the
conventional PVT growth configuration. Dislocation evolution was studied by a
statistical approach, which will be explained in a forthcoming section.

1.2

Experiments

1.2.1
Crystal growth

Crystal growth was carried out using the PVT [29] and M-PVT methods [1–5,
30]. We performed several growth runs; the input parameters of interest during
growth (growth temperature and doping) were altered in each run in such a way
as to precisely compare dislocation evolution and dynamics with respect to them.
Several crystals were grown at different temperatures in a series of growth runs,
keeping all other conditions constant. In another series of growth runs the dop-
ing was varied; purely n-type doped (6H-SiC:N) and purely p-type doped
(6H-SiC:Al or B) crystals were grown. The doping concentration for both
doping types was in the low 1018 cm–3 range.
For a reliable evaluation of the influence of these parameters on dislocation

evolution it is important that all other growth conditions, which might influence
dislocation formation, are kept constant in all growth runs; changes occurring
due to run-to-run variations, such as temperature gradient, bending of lattice
planes, etc., have to be kept minimal. This is, however, difficult to achieve prac-
tically and the best way to solve this problem is to design growth concepts that
entail changing the parameters in a single crystal growth run, such that only
those parameters under investigation are varied. As a result, different portions
of the crystal are produced under different values of these parameters and the
evolution of dislocations and their dynamic properties with respect to these can
be traced out more accurately along the crystal growth axis.
To investigate, systematically, the influence of doping on dislocation evolu-

tion and dynamics sequential p-type and n-type doping during single crystal
growth runs was implemented to produce p-type and n-type doped regions in
the crystals, in addition to the purely p-type and n-type doped crystals de-
scribed above. Three differently doped regions, i.e. p-type/n-type/p-type were
produced sequentially in 6H-SiC single crystals. Crystal growth was carried
out with constant p-type doping (Al or B acceptors) throughout the experiment
time. After a period, t1, of growth nitrogen gas in high concentration was intro-
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duced into the growth chamber to overcompensate the p-type doping and to
turn the crystal into n-type. After another period, t2, the nitrogen co-doping
was switched off, returning the crystal to p-type. The second p-type doping
lasted for a period, t3. Growth of the sequentially p-type/n-type/p-type doped
crystals with boron as acceptor atoms for the p-type doping was carried out us-
ing the conventional PVT setup (the boron was mixed directly into the source
material), while that of the sequentially p-type/n-type/p-type doped ones using
aluminum as acceptors was performed using the M-PVT setup. For the sequen-
tial doping using boron as acceptors t1 = 20 h, t2 = 25 h and t3 = 20 h, while in
the case of aluminum as acceptor atoms t1 = t2 = t3 = 10 h. In both cases growth
was carried on the (0001)C plane.
The grown crystals were about 20 mm in thickness and the single crystal ar-

eas had diameters of about 40 mm. A typical longitudinal cut of the crystals
(parallel to the a-plane) is shown in Fig. 1.1 to depict the p-type/n-type/p-type
doped regions. The p-type doped regions are thicker than the n-type doped one
because nitrogen doping reduces the growth rate as compared to doping with
Al or B. In the n-type doped crystal region the net donor concentration is
ND–NA ≈ 1019 cm–3.
Both low and high doped n- and p-type crystals were evaluated regarding

basal plane dislocations. The doping concentration in both doping types was in
the range n, p = 1016–1019 cm–3 for the purely n- and p-type doped crystals and
about 1017–1018 cm–3 (p- and n-type doped regions) for the sequentially p-type/
n-type/p-type doped ones as determined by optical absorption [31] and Hall
measurements [32]. The seed crystals used in the growths were n-type doped
(n ≈ 2 × 1017 cm–3). The crystals developed large facets of about 12–20 mm in
diameter, thereby providing large areas for dislocation investigation not influ-
enced by the polycrystalline rim.
To study the influence of the seed temperature (or growth interface tempera-

ture) on dislocation evolution and dynamics during growth we conducted a se-
ries of experiments with different input growth temperatures. During these ex-
periments different approaches were applied to vary the temperature. Three
sets of experiments were conducted:

Growth
direction

2nd p-type
(B)

n-type (N)

1st p-type
(B)

Figure 1.1 Longitudinal cut through the sequentially

p-type/n-type/p-type doped 6H-SiC showing the three

doped regions. The dark region in the middle is the n-type

doped region. The crack in the middle of the crystal

occurred during machining of the sample.
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(a) First, different crystal growth runs were carried out at different process
temperatures. For each run standard growth conditions were implemented, i.e.
constant growth temperature and pressure. However, the growth temperatures
were varied between the runs. These growth experiments served as references to
those with continuous temperature change described in points (b) and (c) below.
(b) Crystal growth was carried out in such a way that the growth temperature

was increased continuously from about 2150 °C at the commencement of
growth until about 2350 °C at the end of growth during a single growth run,
while all other conditions remained constant.
(c) In the third set of experiments, a reverse temperature mode to that in (b)

was implemented to serve as verification to the latter during dislocation analy-
sis. The growth temperature was decreased continuously from about 2350 °C
to about 1900 °C over the entire growth period.
During high-temperature growth we observed no graphitization of the source

material and of the grown crystal. From our experience, graphitization of the
crystal is common only if the source material is depleted to a great extent. We
controlled and avoided this by monitoring the growth cell using an in-situ digi-
tal X-ray imaging technique [33].
For the crystals grown with continuous temperature change different por-

tions of the crystals were grown at different temperatures. The temperature
profiles for the applied growth temperature modes listed above (a–c) are
shown in Fig. 1.2. In the three growth runs, growth was performed on nomi-
nally undoped n-type seeds (n ≈ 1017 cm–3) on the (0001)Si surfaces in Ar at-
mosphere. The doping concentration in the crystals was in the low 1017 cm–3

range. The graphite components used in the setups had similar ages with re-
spect to usage and, hence, similar thermal properties. As such, differences in
temperature gradients (e.g. radial temperature gradient) that would probably
occur as a result of age-induced variations in, e.g., thermal conductivity could
be ruled out.
For a continuous change of the process temperature during crystal growth, it

is important that during dislocation analysis of wafers from such crystals, the
temperature at which the wafer or the characterized wafer surface was pro-
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Figure 1.2 Typical temperature profiles during growth of

6H-SiC crystals with constant temperature (a), continuous

temperature increase (b), and continuous temperature

decrease (c).
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duced is known, in order to correlate the dislocation density to the temperature
of crystal growth. Therefore, the digital in-situ X-ray imaging of the growth
cell during the growth process was carried out at intervals of about
5 hours during the crystal growth period. The temperature and time at which
this was done was recorded. Thus, the growth surface of each imaging step, for
every increase in crystal thickness could be assigned to a particular growth
temperature and time. Through these measurements, wafer surfaces in which
dislocations were investigated could be assigned, with high accuracy, to par-
ticular growth temperatures and times. Material losses during the wafering
steps were taken into consideration.
We performed crystallographic orientation of the as-grown crystals using

Laue measurements in back reflection. A long flat was made perpendicular to
the [1120] direction, and a short one on the [1100] direction. The flats not only
facilitated dislocation tracking in the same crystal position, while characteriz-
ing the wafers but, also, characteristic spatial distributions of the dislocations
could be related to certain crystallographic directions.

1.2.2
Characterization

To delineate the dislocations in the wafers we performed defect selective etch-
ing in molten KOH in a specially designed and calibrated etching furnace with
in-situ temperature measurement configuration; the temperature measurements
were carried out directly in the KOH melt. Details about the KOH defect etch-
ing furnace and optimization of the etching process for dislocation analysis are
given elsewhere [34].
In order to further elaborate the structural properties of the materials with re-

spect to the applied parameters of crystal growth we performed high energy
X-ray diffraction (HE-XRD) measurements in a triple-axis configuration. The
energy of the X-rays was 62.5 keV and penetration depths of up to 6 cm could be
achieved, enabling imaging bulk SiC crystals for defects, e.g., sub-grain bounda-
ries (SGB) or mosaic structures and, in addition, the bending of lattice planes.
Detailed description of the HE-XRD triple-axis setup is given in Ref. [35].
Atomic force microscopy (AFM) measurements on the as-grown growth in-

terfaces were carried out to study the step structure of the latter. From the step
structure, in relation to crystal growth temperature, we could obtain infor-
mation about kinetic processes at the growth front and their relation to disloca-
tion evolution.

1.2.3
Evaluation of dislocation evolution and dynamics by statistical approach

This method involves dislocation analysis by dislocation tracking along the
crystal growth axis, dislocation counting, and evaluation of their density in op-
timally etched wafers [34] of an oriented SiC crystal using optical microscopy
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Seed

Edge of crystal
(excluded from

statistics)

Facetted area

SiC wafers

Dislocation
etch pits
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Crystal
growth
direction
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SiC wafer
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Figure 1.3 Schematic presentation of the

statistical approach method for the study

of dislocation evolution and dynamics in

SiC single crystal: (a) wafered crystal il-

lustrating the scheme of etch pit tracking

method, (b) illustration of the measured

positions in the crystal and the position-

ing of the wafer on the optical micro-

scope stage. Note that the flats are on the

same position in all wafers, allowing

measuring on the same crystal position.

for the etch pit visualization. Since each wafer represents a particular position in
the crystal, it is possible to track the dislocations from wafer to wafer, i.e. along
the length of the crystal on the same position. Figure 1.3 elucidates this princi-
ple (Fig. 1.3a: scheme of etch pit tracking and Fig. 1.3b: measured positions and
wafer positioning on the microscope stage). The flats on the wafers and the stop
unit on the microscope stage (Fig. 1.3b) enabled measurements on the same wa-
fer positions. Analysis of the dislocation content and density at the same wafer
positions provides information about their evolution and dynamics for the ap-
plied conditions of crystal growth. It is important to point out that in the dislo-
cation tracking along the crystal growth axis we tracked but the dislocation den-
sity rather than a single defect. The data from dislocation statistics was used to
interpret dislocation evolution. As a precaution, the edge of the crystal was ex-
cluded from the measurements and statistics in general to avoid dislocations
that originate from extraneous effects that are not related to the growth parame-
ters, such as spontaneous nucleation at the graphite wall surrounding the crystal
during growth. Measurements were, therefore, concentrated in the facetted area
and areas immediately outside the facet of the crystals.
The density of each dislocation type was evaluated separately according to

the criteria to assign the etch pits (formed by defect selective etching) to the
dislocation type they represent. Previous studies have categorized the hexago-
nal etch pits revealed on the vicinal (0001)Si face into three sizes: large, me-
dium and small ones [36, 37] corresponding to micropipes (MPs), threading
screw dislocations (TSDs), and threading edge dislocations (TEDs) respec-
tively. Normally, the size of the etch pit is proportional to the strain energy
(strain field) of the dislocation, which in turn, is proportional to the value of
the Burgers vector. During defect selective etching at optimal etching condi-
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tions, the strained areas are preferentially etched to produce the etch pits. Their
sizes will, therefore, be proportional to the sizes of the strain fields. As such, a
MP-related etch pit should be larger than that of a TSD, which, in turn, should
be larger than that of a TED since the trend in their Burgers vectors is also
MP > TSD > TED. BPDs are recognized by their asymmetrical or oval shapes
on the vicinal surface. Through this principle, we were able to analyze, dis-
tinctly, the various dislocation types in SiC.

1.3

Results and discussions

1.3.1
Influence of doping on basal plane dislocation evolution and dynamics

in 6H-SiC

We have observed by optical microscopy of etched n-type and p-type doped
wafers of 6H-SiC single crystals (n, p ≈ 1016–1019 cm–3) that basal plane dislo-
cations (BPDs) are absent or at least appear in a very low density in p-type
doped crystals compared to n-type doped ones. This observation was first
made in purely n-type (N donors) and p-type (Al acceptors) doped crystals. In
particular, on investigating a number of p-type doped wafers with doping con-
centrations in the mentioned range we observed no etch pits associated with
BPDs. In the n-type doped counterparts, on the other hand, a large proportion
of the etch pits were asymmetrical in shape and exhibited a pronounced basal
plane component, even at low concentrations (n ≈ 1017 cm–3). The results sug-
gest a difference in BPD dynamics in p-type versus n-type doped SiC crystals.
Doping determines, to a great extent, the stability of BPDs in n-type compared
to p-type doped material and, also, the way in which stress relaxation takes
place in them, i.e. the kind of dislocations formed during relaxation.
To further elaborate dislocation evolution and dynamics in SiC, and, in par-

ticular, the preferential occurrence of BPD in n-type doped as compared to
p-type doped 6H-SiC in a systematic way we performed dislocation analysis in
the sequentially p-type/n-type/p-type doped crystals. These will sometimes be
designated henceforth as p–n–p doped crystals. They were, as compared to
the purely p-type and n-type doped ones that were grown in seperate growth
runs, produced under exactly the same conditions; the difference in the crys-
tals was only in the doping. In Fig. 1.4 etching images taken from the facet
area of wafers of n-type doped versus p-type doped regions of the 6H-SiC
crystals (a) with boron as acceptors and (b) with aluminum as acceptors for the
p-type doping are presented. In Fig. 1.5 the relative BPD density to the total
dislocation density in the wafers from the p–n–p doped crystal regions has
been plotted to show the variation in BPD density in the n-type versus p-type
doped regions of the crystals (Fig. 1.5a: boron as acceptors and 1.5b: alumi-
num as acceptors).
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(a) p-n-p crystal
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(b) p-n-p crystal
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Figure 1.4 Typical KOH etching images

of sequentially p-type/n-type/p-type

doped 6H-SiC crystals (see longitudinal

cross section on the left of the figure)

with Al and B as acceptors for the p-type

doping (indicated) showing the variation

of basal plane dislocation occurrence in

the p-type and n-type doped sections of

the crystals. Note the high basal plane

dislocation density in the n-type doped

region compared to the p-type doped one.
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Figure 1.6 Superimposed (0006) ω rocking curves of the

p-type and n-type regions of the p–n–p doped 6H-SiC

crystal. Note that the FWHM is the same in all the

regions.

The BPD density is very low in the first p-type doped regions; increases
dramatically in the n-type doped crystal parts, and decreases sharply again in
the second p-type doped regions. The ratio of the BPD density to the overall
dislocation density, which is the sum of BPDs, TEDs and TSDs is highest in
the n-type doped regions of the crystals. TEDs dominate the overall dislocation
density in the p-type doped regions. In the p–n–p doped crystals with boron as
acceptors for the p-type doping the ratio is less than 0.2 in the first p-type
doped region, rises acutely to about 0.9 in the n-type doped region and then
falls drastically again to about 0.3 in the second p-type doped region. In the
case of aluminum atoms as acceptors it is less than 0.3 in the first p-type doped
region, rises dramatically to about 0.8 in the n-type region, and then falls to
about 0.4 in the second p-type doped region. The overall dislocation density re-
mained the same in the three differently doped regions.
Rocking curves in the three differently doped regions in the crystal with bo-

ron as acceptors are shown in Fig. 1.6 for the (0006) reflection, measured by
means of high energy X-ray diffraction (HE-XRD) in a triple axis configura-
tion [34]. The full width at half maximum (FWHM) is the same in the
p-type/n-type/p-type doped regions (FWHM = 0.15°). It correlates with the tilt
or twist in the crystals as a result of mosaicity and sub grain boundaries, which
are closely related to the dislocation density, i.e. the greater the tilt (or the
higher the dislocation density) the larger the FWHM. Chierchia et al. have
suggested a way to estimate the dislocation density from the FWHM from the
relationship (tilt) ∼ (dislocation density)2 [38]. In the above measurements the
spot size of the X-ray beam was about 9 mm2. The equality in the FWHM in
the three differently doped regions is further evidence that the overall disloca-
tion density in these regions is the same, but only the dominating dislocation
types varies as determined by dislocation etch pit analysis after defect selective
etching.
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In the dislocation analysis in the differently doped crystal regions (Fig. 1.5)
it can be noted that the BPD density in the p-type doped regions is not equal to
zero as it is usually observed in purely p-type doped crystals. This is mainly
due to the curved growth interface of the crystals (see Fig. 1.1). During cutting,
some p-type and n-type wafers acquired sections of the opposite doping type in
form of a ring. BPDs from the n-type inclusions could well affect dislocation
statistics in the p-type regions. Also, the p-type wafers at the interfaces be-
tween the p-type and n-type doped regions, likewise that between the n-type
seed and the first p-type region, could exhibit considerable BPDs especially if,
due to wafering difficulties, a thin n-type layer is present in the p-type wafer.
However, taking only a few points in the facet center of these crystals for dis-
location analysis, the trend observed was high BPD density in n-type doped
regions and almost no BPDs in the p-type doped regions.
No switch in polytype was induced across the transition areas between the

p-type/n-type/p-type doped regions as measured by Raman spectroscopy. The
Raman peaks in the differently doped regions, as well as in the transition re-
gions were identical and corresponded to the polytype 6H (peaks not shown).
Furthermore, HE-XRD measurements showed no change in lattice spacing
(d-value) in the differently doped regions (Fig. 1.7). In the 2θ–ω scans in
Fig. 1.7, the peak positions lie at the same 2θ value for both the (0006) and
(2110) reflections (Fig. 1.7a and b). This might be due to the presence of ac-
ceptor atoms in both the p-type and n-type doped crystal regions. The influ-
ence of the acceptor atoms on lattice parameter seems to be greater than that of
donor N atoms. Because of its small size, the N atom fits better in its C-lattice
site than the acceptor atoms do in their Si-site. In the (0006) reflection the
d-value in all the three regions is 2.53 Å and in the (2110) reflection it is
1.56 Å. The lattice parameter continuity along the growth axis of the crystal in
the three differently doped regions, as shown by the 2θ–ω scans (Fig. 1.7),
rules out any lattice misfit at the interfaces between the differently doped re-
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gions. Thus, the possibility of the formation of extra misfit dislocations in one
region and not in the others can be ruled out. Lattice misfit is known to be as-
sociated with the formation of misfit dislocations, e.g., during heteroepitaxy,
where the substrate and the epitaxial layer exhibit different lattice parameters
[39].

1.3.1.1 Basal plane dislocation dynamics in p-type versus n-type

doped 6H-SiC

From the results of dislocation analysis in the p-type/n-type/p-type doped
6H-SiC crystals and, also, in the purely p-type and n-type doped ones it is
admissible that doping may impact dislocation evolution and dynamics in dif-
ferent ways. Thermo-elastic strain relaxation in the p-type material seems to
take place favoring entirely the generation of threading edge and screw dislo-
cations, whereas in n-type doped material, on the other hand, this seems to take
place favoring mostly the generation of basal plane dislocations (BPD).
In the discussion of the observed BPD phenomenon in n-type versus p-type

doped 6H-SiC we consider the mechanical effects of the doping atoms in the
crystal lattice (lattice hardness model) and, also, their electronic effects and the
related Fermi energies (Fermi energy model) in the crystal.

1.3.1.1.1 Doping-induced lattice hardness – lattice hardness model

It is generally observed in many crystal systems, that the addition of impurities
into the crystal lattice induces strain in the crystal and, hence, changes its
mechanical properties [40]. This is very common in metals and in semiconduc-
tors. In metallurgy the addition of impurities has been used as a means to
impede dislocation movement, thereby hardening the material (impurity hard-
ening [40]). Also, in single crystalline compound materials, e.g., compound
semiconductors, impurities are known to affect the movement of dislocations.
From the compound semiconductor material GaAs it is well known that doping
with specific elements affects gliding along various slip planes in different
ways; for instance, doping may lower glide in the closest packed (111) plane
but favor it in others [41].
Also, in SiC, with six principal glide systems [42], doping may change the

glide plane preference of dislocations. Most often, the basal plane slip is pre-
ferred for stress relaxation because less energy is required for glide [42]. The
situation may change, or the glide system may be modified in different ways if
the material is doped with either boron or aluminum acceptors or nitrogen do-
nors because these atoms may exhibit different mechanical properties in the
crystal lattice. Electro paramagnetic resonance (EPR) spectroscopy and elec-
tron nuclear double resonance (ENDOR) spectroscopy indicate that the accep-
tors Al and B occupy the Si-site [43] while N occupies the C-site [44] in SiC
crystals. Because of differences in atomic radii Δr between the substituting and
substituted atoms (Δr = 15 pm for Al, 25 pm for B, and 11 pm for N) and, also,
the position of these atoms in the crystal lattice the stress exerted on the Si-site
by the acceptor atoms B or Al should be different from that exerted by nitro-
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Table 1.1 Critical shear stress in n-type and p-type doped 6H-SiC [45].

crystallographic direction

of indentation

doping type critical shear stress (GPa)

c-axis n (SiC : N) 7.30 ± 0.12

c-axis p (SiC : Al) 7.94 ± 0.11

a-axis n (SiC : N) 4.16 ± 0.11

a-axis p (SiC : Al) 4.91 ± 0.06

gen on the C-site. Both the large compressive stresses as a result of the large
Al atoms as well as the large tensile stresses exerted by the small boron atoms
on the Si-site may impede the basal plane glide more efficiently than N atoms,
which fit better in the C-sites. Thus, formation and glide of BPD would be
hindered more in p-type doped than n-type doped SiC. Other glide systems,
e.g., the prismatic slip, may become more favorable for stress relaxation than
the basal plane slip.
This remark is supported by the results of critical shear stress measurements

on n-type and p-type doped 6H-SiC samples in the c- and a-planes using
nano-indentation [45]. The samples had doping concentrations ranging from
1018 cm–3–1019 cm–3. The results are summarized in Table 1.1. The p-type ma-
terial exhibits a higher critical shear stress (CSS) along all investigated crystal-
lographic directions as compared to the n-type doped one. In the a-axis (or
[1120] direction), in particular, the critical shear stress is clearly by about
0.75 GPa, higher in the p-type doped 6H-SiC than in the n-type doped one.
The CSS results indicate that n-type doped 6H-SiC is more vulnerable to basal
plane dislocation formation than p-type 6H-SiC, signifying that in n-type
doped 6H-SiC the formation of the latter dislocation type and their velocity
would be higher than in the p-type doped counterpart.

1.3.1.1.2 Fermi level model for basal plane dislocations

The lattice hardness model is not sufficient to explain the high BPD density in
the n-type doped crystals as compared to the p-type doped ones in general.
This is because in the study of the sequentially p-type/n-type/p-type doped
crystals in which the n-type doped regions contain acceptors as well, and in the
same concentration as in the p-type doped regions, the BPD density is still
higher in the n-type doped regions than in the p-type doped ones. We realized
n-type doping by overcompensation of the acceptors with excess nitrogen gas.
If lattice hardening is the predominant effect, the p–n–p doped crystals could
not have shown the variation in BPD density as found between the different
p-type and n-type crystal regions. Hence, it is believed that the lattice hardness
model alone does not explain the differences in the dislocation content of
p-type doped versus n-type doped 6H-SiC crystals. Therefore, we suggest elec-
tronic effects, namely the differences in Fermi level positions due to doping as
a possible model to explain, why basal plane dislocations are more stable in
n-type than in p-type doped 6H-SiC.
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It is well known in semiconductor technology that defects induce electronic
levels in the band gap of the semiconductor [46]. Iwata et al. [47] have sug-
gested that a stacking fault (SF) level at 0.6 eV below the conduction band
minimum of n-type doped 4H-SiC may act as a quantum well, where electrons
are trapped, thereby reducing the total energy of the system and, also, stabiliz-
ing the SF. This suggestion has been supported by theoretical studies of the
electronic structure of such SFs in n-type 4H-SiC [47], and it is the authors’
opinion that this may also apply to 6H-SiC.
In order for an electronically driven suppression of BPD generation for

thermal stress relaxation to be valid, an electronic level of a BPD-induced de-
fect would need to be present in the SiC crystal and its value would need to lie
below the Fermi energy in n-type SiC and above the Fermi energy in p-type
SiC. It could be argued that if the BPD would be occupied by an electron, it
would be more stable than in an unoccupied state. Blumenau et al. suggested
the presence of BPD-related energy levels at the bottom of the band gap [48].
In n-type SiC, with the Fermi level close to the conduction band, a BPD below
this level would benefit from electron-capture and would be more stable than
in p-type SiC with the Fermi level close to the valence band, and the BPD
level being above it.
If the stability or dynamics of BPDs is dependent on the Fermi level, then it

is important to estimate this at growth temperatures above 2000 °C since Fermi
level and band gap depend on temperature (band gap shrinkage) [49]. We ana-
lyzed the Fermi levels (EF) over a wide range of temperatures and, in particu-
lar, at typical growth temperatures and doping concentrations (see Fig. 1.8).
For low doped n-type and p-type SiC (n, p ~ 5 × 1018 cm–3) EF lies approxi-
mately 1.0 eV below the conduction band (i.e. EF = Ecb – 1.0 eV) and approxi-
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Figure 1.8 Calculated variation of the Fermi energy with

temperature. Typical growth temperatures are about

2100–2300 °C. The ductile to brittle transition tempera-

ture is the vertical line at a temperature of about 1400 K.
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mately 1.0 eV above the valence band (i.e. EF = Evb + 1.0 eV) at T = 2200 °C.
At the ductile to brittle transition temperature (1150 °C) [50], for the same
doping concentrations, the calculated Fermi energies are approximately 0.5 eV
below the conduction band for the n-type 6H-SiC:N and approximately 1.0 eV
above the valence band for the p-type doped 6H-SiC:Al,B. At growth tem-
peratures a BPD related defect level would need to lie near the band gap center
for an electronic model leading to its suppression or favoring of its stability to
be applicable.
No one has ever found or reported about threading edge and screw disloca-

tions related energy levels. Glide and propagation of these dislocation types is
not associated with stacking fault defects in the basal plane of hexagonal SiC,
which are equivalent to a polytype transformation in a low dimension as is the
case with glide of basal plane dislocations.

1.3.1.2 Cathodoluminescence measurements

Cathodoluminescence measurements on p-type and n-type doped 6H-SiC indi-
cate the presence of luminescence peaks in the visible and ultraviolet range as
shown in Fig. 1.9. The peak corresponding to the energy level at 2.95 eV
which is approximately the band gap of 6H-SiC is associated with band-to-
band transitions. Those corresponding at 2.66 eV and 2.52 eV correspond to
donor acceptor pair recombination (DAP). Apart from these two peaks both
n-type and p-type 6H-SiC exhibit broad peaks in the red spectral range. How-
ever, the two transitions of approximately 1.8 eV and 1.9 eV, which are pre-
sent in the n-type 6H-SiC are absent in the p-type 6H-SiC. These transitions
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Figure 1.9 Cathodoluminescence spectra of n-type and
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1.8 eV present in this range in n-type doped 6H-SiC crys-

tals, which are associated with basal plane dislocation, are
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are related to basal plane dislocations, also previously reported by Ottaviani
et al. [51] and Galeckas et al. [52] and would be compatible with electronic
levels of about 1 eV below the conduction band minimum for n-type 6H-SiC
or about 1 eV above the valence band maximum in the case of p-type 6H-SiC.
In n-type doped 6H-SiC, at the ductile to brittle transition (EF ≈ 0.5 eV below
the conduction band), the basal plane dislocation defect level is located near
the donor level (but below the Fermi level). In this position, electron capture is
more efficient than would be in p-type doped material with low electron con-
centration and where the defect level is above the Fermi level.

1.3.2
Influence of growth temperature on dislocation evolution

Apart from doping, we have also observed that the temperature of crystal
growth influences the overall dislocation density tremendously during PVT
growth of SiC. In Fig. 1.10 dislocation statistics of two crystals, grown with
different seed temperatures, are shown to depict the influence of the latter on
dislocation density. Both crystals are nominally undoped n-type 6H-SiC and
the growth temperatures differ by about 100 °C. All the crystals for the study
of the effect of growth temperature on dislocation evolution were grown on the
(0001)Si face. The dislocation density in the crystal with a lower seed tempera-
ture is about twice as high as the one with a higher seed temperature. This sug-
gests that a lower dislocation density in SiC crystals can be achieved by high
temperature growth.
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Figure 1.11 Etching images of wafers of

nominally undoped n-type

(n ≈ 2 × 1017 cm–3) 6H-SiC crystals

grown with different temperatures: con-

stant high temperature of 2300 °C (crystal

A), continuous temperature decrease

(crystal B) and continuous temperature

decrease (crystal C), showing the local

variation of the dislocation density along

the crystal growth axis. The images on

the left of each column are dislocation

mapping images obtained by low magni-

fication optical microscopy.

A systematic investigation of the relationship between growth temperature
and dislocation density was achieved by continuously changing (increasing/
decreasing) the crystal growth temperature during growth. The temperature
profiles for these growths are shown in Fig. 1.2. Figure 1.11 shows typical
KOH etching images of crystals grown with continuous temperature increase,
continuous temperature decrease and, for comparison, of a crystal grown with
a high constant temperature (2300 °C). On the left of each column dislocation
mapping over the whole wafer surfaces is shown. Here, the images were ac-
quired at a lower magnification than those on the right. The darker regions in
the mapping images correspond to a high dislocation density. Figure 1.12 sum-
marizes the dislocation statistics in these crystals in relation to the crystal
growth temperature.
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Figure 1.12 Summary of the dislocation analysis over

large wafer areas in crystals A, B, and C showing the

statistics of threading edge dislocations, basal plane

dislocations, and threading edge dislocations and their

variation with the growth temperature.

The dislocation density in the crystals shows a sharp response to the tem-
perature of crystal growth as depicted in Figs. 1.11 (images) and 1.12 (disloca-
tion statistics). In crystal A, grown with a constant high temperature of about
2300 °C, we have observed a constant low dislocation density of about
2 × 105 cm–2 along the crystal axis. This trend changes conspicuously in crys-
tals grown with continuously changing growth temperature. In crystal B,
grown with continuous temperature increase, the dislocation density decreases
dramatically in the direction of increasing growth temperature, i.e. it is high at
early growth stages (close to 106 cm–2), in low-temperature growth regimes,
and then decreases abruptly with increasing temperature to a value of about
8 × 104 cm–2. The seed used for this growth was characterized by KOH etch-
ing/optical microscopy and its average dislocation density was found to be
about 1.2 × 105 cm–2. The density in the middle of the seed, excluding the edge,
was about 6.8 × 104 cm–2. We attribute the high dislocation density at the initial
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point of growth to low growth temperature because we did not observe such a
high density in, e.g., crystal A in which the temperature was high in the early
growth stages. In crystal C, grown with continuous temperature decrease, the
trend in the dislocation density follows the reverse of that of crystal B, i.e. low
dislocation density at early growth stages (high growth temperature regime)
and high dislocation density at later stages (low growth temperature regime).
Generally, the total dislocation density in the high-temperature growth regimes
of crystals B and C, grown with a continuous change of the process tempera-
ture is comparable to that in crystal A, grown with a constant high temperature.

1.3.2.1 Rocking curves

In Fig. 1.13 rocking curves of crystals grown at different temperature regimes
are shown. The growth temperature of each crystal is indicated. The meas-
urements were carried out using HE-XRD. In order to sidestep the influ-
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ence of the polycrystalline rim and to obtain more comparable results, the HE-
XRD measurements were confined to the facetted region of the crystals; the
(2110) reflection was measured. The high-temperature-grown crystals exhibit
narrow rocking curves (Fig. 1.13a and b) as compared to the low-temperature-
grown counterpart (Fig. 1.13c). The FWHM is by a factor of about 3 greater in
the low temperature grown crystal than the high temperature grown ones. This
implies that in the low temperature grown sample a high mosaicity and many
subgrain boundaries are present, which correlate with a high dislocation den-
sity as compared to those grown at high temperatures. This is in good agree-
ment with the results of defect selective-etching (Fig. 1.11) and dislocation sta-
tistics (Fig. 1.12).

1.3.2.2 Lattice plane bending versus crystal growth temperature

The study of lattice plane bending in relation to the temperature of crystal
growth may provide additional information, which could lead to the improve-
ment of the quality of PVT-grown SiC crystals in a general case. The meas-
urements were carried out on the caps of crystals A, B and C; the (2110)

reflection was measured. Figure 1.14 illustrates the measurement positions
on a crystal cap. The temperatures at the phase boundaries of these crystals at
the end of growth were 2300 °C, 2350 °C and 1900 °C, respectively. The crys-
tals were positioned in the same crystallographic orientations during measure-
ments. In Fig. 1.15 the results of lattice plane bending in the test samples are
shown. The change in the peak positions of the rocking curves (lattice plane
bending) at different positions across the crystal is indicated by the contrast of
the square boxes in the figure from the middle of the facet to the outermost po-
sitions of the crystal. The value (in degrees) of the lattice plane bending is the
change in contrast (indicating change in rocking curve peak position) from one
end of the crystal to the other, and can be read off from the scale on the right
hand side of the figure (the values for each position are indicated beside the
boxes).
No lattice plane bending is observable in the sample taken from the crystal

grown at constant high temperature (crystal A). The crystal, grown with con-
tinuous temperature increase (crystal B) shows the highest bending of lattice
planes with a value of about 2°. The radius of curvature has been calculated to

A CE

G

BD

F

Figure 1.14 Photograph of a cap of a 6H-SiC crys-

tal to illustrate the measured positions during high

energy X-ray diffraction measurements of the

(2110) reflection for determining the lattice plane

bending presented in Fig. 15.



20 1 Bulk growth of SiC

be 0.9 m. The crystal, grown with continuous temperature decrease (crystal C)
shows only a slight bending of about 0.3°; the calculated radius of curvature
amounts to 2.9 m. These results demonstrate, clearly, a distinct relationship be-
tween lattice plane bending and the temperature of crystal growth. However, if
sample A (crystal cap grown with constant high temperature) should exhibit
low lattice plane bending, this would well be expected of sample B (from the
crystal grown with continuous temperature increase). The crystal portions con-
taining the caps in these two crystals were grown at high temperatures. Instead,
sample C showed lesser lattice plane bending. This may be interpreted as fol-
lows: in the low-temperature growth regimes, crystal B must have acquired
high lattice plane bending in such a way that even in the high-temperature
growth regimes from which the test sample has been prepared the value re-
mained high (up to 2°) and reduced bending could not be achieved. For crystal
C, on the other hand, lattice plane bending at the early growth stages might
have been equal to zero as is the case with crystal A because of the high tem-
peratures. The low value of just 0.3° in this sample region, produced in low-
tempe-rature growth regime, is an indication that the bending of the planes was
still at its infancy and it may have probably intensified significantly if growth
had to continue further at these low growth temperatures.
In the literature bending of lattice planes has been attributed to a temperature

gradient during the growth process [53]. In this work, however, we did not al-
ter the temperature gradients during the growth process. Furthermore, the age
and properties of the graphite components used in the growth setups were the
same. As such, no differences in the radial temperature gradient induced by the
setup components could have existed. This leads us to believe that the ob-
served lattice plane bending is due, fundamentally, to the differences in crystal
growth temperature coupled with the related kinetic processes at the growth
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interface (see Section 1.3.2.3). Evidently, the higher the process temperature
during crystal growth, the lower the lattice plane bending.
Lattice plane bending may, on its own, induce the formation of dislocations,

especially BPDs, due to the ensuing misorientation. Therefore, suppressing lat-
tice plane bending may also mean reducing the dislocation density in the crys-
tals.

1.3.2.3 Surface kinetics model for dislocation evolution

Generally, a decreasing dislocation density from the seed region to the top of
the crystal is observed during bulk growth of SiC (see e.g. Wang et al. [54])
and it is usually proposed that the dislocation density could be reduced by in-
creasing the length of the crystals. However, the decrease in the dislocation
density as observed by Wang et al. is very slight as compared to that observed
in this work in the case of, e.g., growth by continuously increasing the growth
temperature during growth.
One mechanism that may influence the reduction of the dislocation density

along the crystal growth axis (e.g. crystal B) with increase in growth tempera-
ture may be annihilation of the dislocations. In this case dislocations with Bur-
gers vector of the opposite sign may annihilate, depending on their proximity,
and the annihilation rate may increase with increasing temperature. In particu-
lar, BPD annihilation may proceed even more rapidly due to their high mobil-
ity as a result of low activation energy for motion [55]. However, considering
the increase in the dislocation density in crystal C as the growth temperature
decreases, it becomes clear that high growth temperature does not only cause
annihilation but its major impact on dislocations is the prevention of their for-
mation through its influence on the kinetic processes on the growth interface.
Generally, during PVT growth of SiC, the powder sublimes into SiC mo-

lecular species in the gas phase, e.g., SiC, Si2C, SiC2 etc. [56]. The species are
adsorbed on the SiC seed crystal surface, which is kept at a lower temperature
with respect to the powder. To be incorporated into the crystal, the adsorbent
has to migrate along the surface to a step (provided by a screw dislocation),
and then to a kink, where it is finally incorporated into the crystal; the kink of-
fers the best possibility energetically for the absorbent to be incorporated into
the crystal rather than detached from the growth interface and driven back into
the gas phase under the influence of the high growth temperature.
The surface mobility of the SiC molecular species on the growth front may

affect dislocation formation tremendously, and it depends strongly on the tem-
perature of crystal growth, i.e. the higher the temperature the more kinetic en-
ergy they will possess and, hence, the more probable they will reach the kinks.
Thus, step flow growth mode is favored and the SiC crystal grows by a layer-
by-layer addition of the SiC gas phase species. At low temperatures, however,
the adsorbents are less mobile and nucleate freely and randomly on the growth
surface, hence, forming many growth sites or islands. This may occur, most
probably, when the adsorbed SiC molecular species are less mobile, particu-
larly in the case of low temperature growth, and are unable to reach the kinks
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because of lack of required energy. If a sufficient number of species are close
together or coalesce a stable growth center may arise because some species
will be adequately bonded together and, so, will not be driven back into the gas
phase. Hence, the random formation of growth centers may be assumed to de-
pend, like the dislocation density, inversely on the temperature of crystal
growth. The interaction of the spirals from different growth sites may lead to
enormous strain build-up in the crystal and, depending on the nature of the in-
teraction, to the formation of dislocations (TSDs, TEDs and BPDs). Ma et al.
suggest that the coalescence of the growth spirals can either be perfect or mis-
matched, the latter being the cause of screw dislocations [57]. However, while
mismatched coalescence may particularly cause screw dislocations, coales-
cence in general may lead to strain in the crystal and, hence, to basal plane and
threading edge dislocations. Therefore, if the density of free nucleation sites or
growth islands is high, as it would occur during low temperature growth, a
high dislocation density in the crystal would be expected. In high temperature
crystal growth processes, where the mobility of the SiC molecular species is
high because of their high kinetic energy, the formation of nucleation sites
would be highly suppressed and a step flow growth mode will be predominant.
Consequently, the surface area of the crystal, such as the facet in which such a
regular step structure prevails and, also, the step width would be proportional
to the applied temperature of crystal growth. This is because an increasing sur-
face mobility of the SiC ad-molecules would also lead to a high step velocity.
This line of argument has been supported by AFM investigations of the step
structure of the growth fronts of the crystals and, also, by the diameters of the
facets for the different growth temperatures as will be shown below. Both
quantities provide, to a great extent, quantitative information about the surface
mobility of the SiC molecular species at the growth interface for a given
growth temperature.

1.3.2.4 AFM measurements

Figure 1.16 shows the results of the AFM measurements in the facetted regions
of the growth interfaces (caps) of the crystals grown with constant high tem-
perature (crystal A, Fig. 1.16a), continuous temperature increase (crystal B,
Fig. 1.16b), continuous temperature decrease (crystal C, Fig. 1.16c) and, in ad-
dition, of a crystal grown with constant but low temperature (crystal D,
Fig. 1.16d). Photographs of the caps of the different crystals are included,
showing the facets and their diameters. The temperatures of the growth inter-
faces at the end of the growth processes are given. The white arrows in
Fig. 1.16a and b indicate the dimensions of the widths of the terraces. The
white dots in Fig. 1.16d are particles that adhered to the surface of the crystal
during the cooling process [58].
Crystals A, B, and D exhibit regular step structures and it is clear that there

is a distinct relationship between the terrace width and the temperature of the
growth front (growth temperature of the crystal). The regular step structure for
temperatures above 2100 °C is an indication of a layer-by-layer growth, char-
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Figure 1.16 AFM images showing the step structure in

the center of the facets of the growth interfaces of the

crystals grown with different temperature profiles (crys-

tals A, B, C, and D) and photographs of their caps.

acterized by a regular step flow, whereby the terrace width is indicative of the
step flow velocity. In crystal D, with a relatively lower growth or interface
temperature, macrosteps with terrace widths w ranging from 2–3 µm are ob-
served (Fig. 1.16d) with a height, h, in the range 1.4–1.7 nm, which is about
the lattice parameter c for 6H-SiC [58]. In crystal A (Fig. 1.16a) and B
(Fig. 1.16b) with higher growth front temperatures wider terraces are observed.
In crystal B w ranges from 24–28 µm and h is in the range 1.4–1.8 nm. In
crystal A with approximately the same growth front temperature (but con-
stant during the entire growth period) w is so large that the step structure could
not be determined by AFM measurements because the terrace widths of the
steps were out of the measurement range of the apparatus. The step structure in
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this crystal was observed by optical microscopy. The terrace width was over
100 µm and in the center of the facet a perfectly circular and planar ring with a
diameter of about 600 µm, without a spiral was observed (Fig. 1.16a). From
the step configuration and width of their terraces it is clear that the growth was
dominated by step flow mechanism with a very high step velocity or lateral
growth rate indicated by the arrows in Fig. 1.16a. Also, it can be suggested that
little or no lattice plane bending would occur in such a growth mode because
of the layer-by-layer addition of SiC building blocks. This is in conformity
with the observations of HE-XRD investigations. The difference in w between
crystals A and B may be due to the fact that in A high temperature growth
started from the beginning and continued till the end of growth, whereas in B
one may assume that the step structure continued to be modified as the tem-
perature of the growth front increased progressively, i.e. from small step
widths in the low-temperature growth regimes to large ones in high-
temperature growth ones. Crystal C shows no regular step structure. The
distorted step structure with wide ridges or hillocks (Fig. 1.16c) suggests a pre-
ceding step structure in the initial high-temperature growth regime that is regu-
lar and with wide terraces, similar to crystal A and B. However, with a reduc-
tion in growth temperature free nucleation and, hence, island formation in the
large terraces probably distorted the step structure because of step flow misori-
entation.
Also, the diameters of the facets provide additional quantitative information

about the surface mobility of the SiC gas phase species of the 6H-SiC crystals.
The diameter has been observed to be proportional to the temperature of crys-
tal growth. A large facet diameter, like the terrace width, signifies a high step
flow velocity (high lateral growth). Crystals with large facets have also been
observed to exhibit wide terraces and low dislocation densities. Crystals A and
B (B in the high temperature growth regime) exhibit large facets with diame-
ters of 15 mm and 14 mm, respectively. That of crystal C is quite small
(9 mm). In another crystal, also grown with continuous temperature decrease
(crystal E), we observed a facet composed of an inner and an outer facet as
shown in the photograph in Fig. 1.17. The outer facet, F1, with a larger diam-
eter of about 20 mm is the facet in the high-temperature growth regime and

Figure 1.17 Photograph of a crystal cap grown

with continuous temperature decrease (crystal E)

showing facet shrinkage with decreasing growth

temperature.



1.3 Results and discussions 25

the inner facet, F2, with a diameter = 10 mm, the facet in low-temperature
growth regime. Thus, by de-creasing the temperature continuously by about
350 °C over the growth period, facet diameter shrinkage of about 50% oc-
curred. This value reflects, approximately, the percentage by which the surface
mobility of the SiC molecular species must have been reduced as a result of
the reduced growth temperature.

3.3.2.5 Estimation of the surface mobility from the terrace width

The surface mobility, v
x, is the speed of a SiC gas phase species from the point

it is adsorbed on the growth surface until it reaches a kink, where it is finally
incorporated into the crystal. Assuming that the species lands in the middle of
a terrace of width w, the distance it covers to reach the kink, ∆x, is equal to
half of the terrace width, i.e. 1/2w assuming that it makes a straight path to the
kink. The time, ∆t, to cover this distance is approximately equal to the time to
grow a unit step height, h = 1.6 nm (for 6H-SiC). This time can be estimated
from the growth rate of the crystal. Thus, the surface mobility is

Δ
.

Δ 2Δ
x

x w
v

t t

= = (1)

In the case of constant high temperature growth of 2300 °C (crystal A), for
instance (growth rate 220 µm/h), ∆t is about 0.03 s. The step width of this
crystal at the center of the facet is w = 300 µm. The surface mobility is, there-
fore, 5000 µm s–1.
Table 1.2 summarizes the surface mobilities with respect to growth tem-

perature for the investigated crystals. It should be noted that for the crystal
grown with continuous temperature increase (crystal B) the growth rate was
not constant throughout the growth process. Using the in-situ X-ray imaging
technique we were nevertheless able to determine the rate for the portion of the
crystal in the high-temperature growth regime, where the measurements have
been conducted. The error in the measurement of the growth rate, in-situ dur-
ing growth was about 10%. The surface mobility of crystal C could not be de-
termined because the step width could not be measured. The high growth rate
of crystal D was due to the low process pressure for this growth. Generally, the
value of the surface mobility increases with the growth temperature and is
highest for the crystal that was grown at high constant temperature (crystal A).

Table 1.2 Temperature dependent surface mobility of SiC

molecular species on the growth interface during the PVT

growth process of bulk 6H-SiC.

crystal temperature of

growth interface

(°C)

growth rate of crystal/

region with cap

(µm/h)

step terrace,

w (µm)

time, Dt, to grow

a unit step height

(s)

surface

mobility

(µm/s)

A 2300 220 300 0.03 5000

B 2350 200 28 0.03 486

D 2190 300 3 0.02 78
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The value is, off course, lower in crystal B because of the smaller terrace
widths than in crystal A.

1.4

Spatial distribution of dislocations in SiC

We have observed a characteristic alignment of dislocations in 4H-SiC and
6H-SiC on the vicinal (0001)Si surfaces in the form of linear arrays and also in
cell structures.
Figure 1.18 shows optical and SEM micrographs of etch pits in 6H-SiC crys-

tals that depict the dislocation alignment in linear arrays. Figure 1.18b is a high
magnification image of the area indicated in Fig. 1.18a. Dislocation distribu-
tion over the wafer surface occurs in three main ways, independent of the dop-
ing type or polytype, i.e. 6H-SiC or 4H-SiC: (i) the dislocations are aligned in
linear arrays (low angle grain boundaries), (ii) they are arranged in cell struc-
tures, and (iii) they occur as single spots on the surface of the wafer.
In the configuration in linear arrays, the arrays are parallel to each other and

are aligned in the (1100) direction and in a direction making an angle of about
45°–60° to the latter (Fig. 1.18b–d). From the SEM, the dislocations in the ar-
rays are predominantly those of edge character (Fig. 1.18e). Those of screw

(b)

(d) (e) (f)

(c)
(a)

)0211(

)0011(

)0001(

40µm

40µm 40µm

4µm 4µm

200µm

Figure 1.18 Low magnification optical

micrograph (a), high magnification opti-

cal micrographs (b)–(d), and SEM mi-

crographs (e and f) of etch pit arrays of

dislocations in 6H-SiC. (a), (b), and (d)

are images of a p-type doped crystal, whi-

le (c) is an image from an n-type doped

crystal. Both single arrays of threading

edge (b) and (d) and basal plane (c) dislo-

cations and wide band arrays are shown.

SEM reveals that the dislocations in the

arrays are predominantly those with an

edge character.
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character, like the ones shown in Fig. 1.18f, are hardly observed in such long
linear configurations. However, short arrays of 3–5 dislocations occur. BPDs
also show alignment in long linear arrays as can be seen in Fig. 1.18c (image
from an n-type doped 6H-SiC). These are indicated by the white arrows in the
figure. The dislocation density in the arrays is particularly high, reaching a
value of about 2 × 106 cm–2; the linear dislocation density ranges from
5 × 102 cm–1 to 6 × 103 cm–1 (compare e.g. the array marked by the white tri-
angle and the one marked by the white arrow in Fig. 1.18b). The same varia-
tion is observed in the case in which the linear arrays are composed of BPDs
(Fig. 1.18c). Striking, in the configuration of the dislocations, is their align-
ment in linear arrays in specific crystallographic directions, i.e. in the (1100)

direction (Fig. 1.18b) and about 45°–60° to this (Fig. 1.18c and d). In the etch-
ing images of whole wafer dislocation mapping in Fig. 1.11 a six-fold symme-
try of dislocation alignment can clearly be observed, especially in crystal B.
Here, also, the alignment does follow the crystallographic direction [1100] and
at angles of about 45°– 60° relative to this direction and their equivalents.
Ha et al. made similar observations in PVT grown SiC using KOH etching

[59, 60]. They showed by TEM that the dislocations in the arrays are pure edge
dislocations and also, that some arrays are composed entirely of BPDs [60].
They hold that the TED pile-ups are a result of polygonization (reduction of
the strain in the crystal through overlap of the strain fields of individual dislo-
cations), while the BPD arrays result from slip traces of high temperature de-
formation during the growth process.
Besides forming linear arrays, we have also observed that the dislocations in

SiC usually arrange themselves in cell structures. Figure 1.19 shows selected
images showing dislocation cell structures in SiC, i.e. n-type 6H-SiC wafer
(Fig. 1.19a) and p-type 6H-SiC wafer (Fig. 1.19b–c). Comparable to the align-
ment in linear arrays, the dislocation density is very low inside the cell but high
at the cell boundaries, which are actually low angle grain boundaries. Usually,
in cases, where the cell boundaries are marked by linear arrays, the ar-

(a) (b) (c)

1mm 1mm1mm

Figure 1.19 KOH etching images on the (0001)Si face of

6H-SiC wafers taken by low magnification optical micros-

copy (a)–(b) and SEM (c) showing the patterning of the

dislocations in cellular structures. (a) is an n-type doped

6H-SiC wafer and (b) and (c) are p-type doped ones.
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rays tend to align themselves in the [1100] direction and at angles of about
45°–60° relative to this direction. The cellular nature of dislocations can best
be observed by low magnification microscopy (optical or SEM). As in the case
of alignment in linear arrays, no substantial distinction of the cell structures in
p-type and n-type doped SiC is observable.
Patterning of dislocations into cells has been observed by other research

groups in other compound semiconductors, e.g., GaAs, PbTe, CdTe and, also,
in metals and metallic alloys [61–63]. One mechanism for their formation may
be energy related, i.e. the reduction of the strain energy by clustering of the
dislocations at the cell and grain boundaries, whereby the overlapping strain
energies of individual dislocations reduces the overall strain energy in the crys-
tal, similar to the case of dislocation arrays. However, according to Rudolph
[61], the patterning may also be driven by self-organizing processes in the
framework of equilibrium or non-equilibrium thermodynamics, where the rate
of entropy produced within the crystal at high temperatures evokes self-
ordered patterning of the already present or currently generated dislocations.

1.5

Conclusions

The evolution and dynamic properties of dislocations in SiC bulk crystals,
grown by the physical vapor transport (PVT) method have been studied with
respect of the process parameters doping and growth temperature. A statistical
approach has been implemented for dislocation analysis after defect selec-
tive etching of the wafers in molten KOH. High energy X-ray diffraction
(HE-XRD) and atomic force microscopy (AFM) measurements have been per-
formed to further analyze the material. The full width at half maximum
(FWHM) of the rocking curves and bending of lattice planes from HE-XRD
measurements, and, also, the step structure of the growth front from AFM
measurements have been correlated to the dislocation densities in the crystals
as determined by defect selective etching.
It is shown that there is a doping type preference in the way stress relaxation

occurs in c-plane-grown 6H-SiC single crystals. n-type doped 6H-SiC demon-
strates a high ratio of basal plane dislocation (BPD) density to the total disloca-
tion density, suggesting that stress relaxation takes place favoring entirely the
generation of the latter dislocation type. In p-type doped 6H-SiC, on the other
hand, the low ratio of BPDs to the total dislocation density or their absence in
the material indicates that in this doping type stress relaxation takes place, fa-
voring mostly the generation of threading edge and threading screw disloca-
tions. By considering the position of the Fermi level and supporting cathodo-
luminescence (CL) measurements in both n-type and p-type doped materials it
is shown that the electronic nature of p-type doped SiC tends to suppress the
generation or propagation of BPDs in the material. If BPD generation or
propagation in SiC can be lowered or even suppressed completely by p-type
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doping this could have a tremendous impact on the stacking fault problem in
SiC power devices because their operation-induced generation and expansion
will be suppressed as well.
The temperature of crystal growth is shown to have a great impact on the

evolution of dislocations and their density in 6H-SiC crystals; high growth
temperatures lead to a low dislocation density, while low growth temperatures
lead to a high dislocation density. The bending of lattice planes also shows a
similar trend, i.e. low bending for high-temperature crystal growth and high
bending for low-temperature growth. Noteworthy is also the low ratio of basal
plane dislocation density in high temperature grown crystals over low tempera-
ture grown ones. It could be shown that the overall dislocation density in the
crystals, likewise the bending of lattice planes are limited by kinetic effects
during the growth process, i.e. the surface mobility of the gas phase species on
the SiC growth interface and, hence, determine, to a large extend, the crystal
quality. High growth temperatures favor a high surface mobility, leading to a
high step flow velocity and, hence, flat lattice planes. Lattice plane bending
appears to be greatly limited by kinetic effects during crystal growth (surface
mobility). Since the bending of lattice planes and the interaction of growth spi-
rals that are associated with dislocation formation in 6H-SiC crystals can be
suppressed by high temperature growth, it is evident that the latter is an impor-
tant technological aspect for the growth of high quality SiC crystals.
Generally, the positive impact of p-type doping and high crystal growth

temperature on the quality of 6H-SiC bulk crystals could be demonstrated.
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