Preface

Stochastic control theory is a relatively young branch of mathematics. The
beginning of its intensive development falls in the late 1950s and early 1960s.
During that period an extensive literature appeared on optimal stochastic
control using the quadratic performance criterion (see references in Wonham
[76]). At the same time, Girsanov [25] and Howard [26] made the first
steps in constructing a general theory, based on Bellman’s technique of
dynamic programming, developed by him somewhat earlier [4].

Two types of engineering problems engendered two different parts of
stochastic control theory. Problems of the first type are associated with
multistep decision making in discrete time, and are treated in the theory of
discrete stochastic dynamic programming. For more on this theory, we note
in addition to the work of Howard and Bellman, mentioned above, the books
by Derman [8], Mine and Osaki [55], and Dynkin and Yushkevich [12].

Another class of engineering problems which encouraged the development
of the theory of stochastic control involves time continuous control of a
dynamic system in the presence of random noise. The case where the system
is described by a differential equation and the noise is modeled as a time
continuous random process is the core of the optimal control theory of
diffusion processes. This book deals with this latter theory.

The mathematical theory of the evolution of a system usually begins with
a differential equation of the form

x, = flt,x,)

with respect to the vector of parameters x of such a system. If the function
f(t,x) can be measured or completely defined, no stochastic theory is needed.
However, it is needed if f(t,x) varies randomly in time or if the errors of
measuring this vector cannot be neglected. In this case f(t,x) is, as a rule,
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representable as b(t,x) + o(t,x)¢, where b is a vector, ¢ is a matrix, and ¢,
is a random vector process. Then

X, = b(t,x,) + a(tx,),. 1)

It is convenient to write the equation in the integral form
%= %o+ [ b(ex)ds + [ olsx)d,, ©)

where x, is the vector of the initial state of the system. We explain why Eq. (2)
is preferable to Eq. (1). Usually, one tries to choose the vector of parameters
x, of the system in such a way that the knowledge of them at time ¢ enables
one to predict the probabilistic behavior of the system after time ¢ with the
same certainty (or uncertainty) to the same extent as would knowledge of
the entire prior trajectory x,(s < t). Such a choice of parameters is con-
venient because the vector x, contains all the essential information about the
system. It turns out that if x, has this property, it can be proved under rather
general conditions that the process &, in (2) can be taken to be a Brownian
motion process or, in other words, a Wiener process w,. The derivative of &,
is then the so-called “white noise,” but, strictly speaking, &, unfortunately
cannot be defined and, in addition, Eq. (1) has no immediate meaning. How-
ever, Eq. (2) does make sense, if the second integral in (2) is defined as an Ito
stochastic integral.

It is common to say that the process x, satisfying Eq. (2) is a diffusion
process. If, in addition, the coefficients b, ¢ of Eq. (2) depend also on some
control parameters, we have a “controlled diffusion process.”

The main subject matter of the book having been outlined, we now
indicate how some parts of optimal control theory are related to the contents
of the book.

Formally, the theory of deterministic control systems can be viewed as a
special case of the theory of stochastic control. However, it has its own
unique characteristics, different from those of stochastic control, and is not
considered here. We mention only a few books in the enormous literature
on the theory of deterministic control systems: Pontryagin, Boltyansky,
Gamkrelidze, and Mishchenko [60] and Krassovsky and Subbotin [27].

A considerable number of works on controlled diffusion processes deal
with control problems of linear systems of type (2) with a quadratic per-
formance criterion. Besides Wonham [76] mentioned above, we can also
mention Astrom [2] and Bucy and Joseph [7] as well as the literature cited
in those books. We note that the control of such systems necessitates the
construction of the so-called Kalman-Bucy filters. For the problems of the
application of filtering theory to control it is appropriate to mention Lipster
and Shiryayev [51].

Since the theory of linear control systems with quadratic performance
index is represented well in the literature, we shall not discuss it here.
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Control techniques often involve rules for stopping the process. A general
and rather sophisticated theory of optimal stopping rules for Markov chains
and Markov processes, developed by many authors, is described by Shiryayev
[69]. In our book, problems of optimal stopping also receive considerable
attention. We consider such problems for controlled processes with the help
of the method of randomized stopping. It must be admitted, however, that our
theory is rather crude compared to the general theory presented in [69]
because of the fact that in the special case of controlled diffusion processes,
imposing on the system only simply verifiable (and therefore crude) restric-
tions, we attempt to obtain strong assertions on the validity of the Bellman
equation for the payoff function.

Concluding the first part of the Preface, we emphasize that in general the
main aim of the book is to prove the validity of the Bellman differential
equations for payoff functions, as well as to develop (with the aid of such
equations) rules for constructing control strategies which are close to optimal
for controlled diffusion processes.

A few remarks on the structure of the book may be helpful. The literature
cited so far is not directly relevant to our discussion. References to the litera-
ture of more direct relevance to the subject of the book are given in the course
of the presentation of the material, and also in the notes at the end of each
chapter.

We have discussed only the main features of the subject of our investiga-
tion. For more detail, we recommend Section 1, of Chapter 1, as well as the
introductions to Chapters 1-6.

The text of the book includes theorems, lemmas, and definitions, numera-
tion of which is carried out throughout according to a single system in each
section. Thus, the invoking of Theorem 3.1.5 means the invoking of the
assertions numbered 5 in Section 1 in Chapter 3. In Chapter 3, Theorem 3.1.5
is referred to as Theorem 1.5, and in Section 1, simply as Theorem 5. The
formulas are numbered in a similar way.

The initial constants appearing in the assumptions are, as a rule, denoted
by K;, 6;. The constants in the assertions and in the proofs are denoted by
the letter N with or without numerical subscripts. In the latter case it is
assumed that in each new formula this constant is generally speaking unique
to the formula and is to be distinguished from the previous constants. If we
write N = N (K;,6;, . . .), this means that N depends only on what is inside
the parentheses. The discussion of the material in each section is carried out
under the same assumptions listed at the start of the section. Occasionally,
in order to avoid the cumbersome formulation of lemmas and theorems,
additional assumptions are given prior to the lemmas and theorems rather
than in them.

Reading the book requires familiarity with the fundamentals of stochastic
integral theory. Some material on this theory is presented in Appendix 1.
The Bellman equations which we shall investigate are related to nonlinear
partial differential equations. We note in this connection that we do not
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assume the reader to be familiar with the results related to differential equa-
tion theory.

In conclusion, I wish to express my deep gratitude to A. N. Shiryayev and
all participants of the seminar at the Department of Control Probability of
the Interdepartmental Laboratory of Statistical Methods of the Moscow
State University for their assistance in our work in this book, and for their
useful criticism of the manuscript.

N. V. Krylov



Auxiliary Propositions

1. Notation and Definitions

In addition to the notation given on pages xi and xii we shall use the fol-
lowing:

T is a nonnegative number, and the interval [0,T] is interpreted as an
interval of time; the points on this interval are, as a rule, denoted by ¢, s.

D denotes an open set in Euclidean space, D the closure of D, and 6D
the boundary of D.

Q denotes an open set in E,, ;; the points of Q are expressed- as (t,x)
wheret € E,, x € E,. 0'Q denotes the parabolic boundary of Q (see Section 4.5).

SR= {erd:{xl <R}, CT’R=(O,T) X SR’ CR= Coc,R’
Hy=(0,T) x E,.

If v is a countably additive set function, then |v| is the variation of v,
v, = 3(|v| + v) is the positive part of v, and v_ = 3(|[v| — v) is the negative part
of v.

If I' denotes a measurable set in Euclidean space, meas I' is the Lebesgue
measure of this set.

For p > 1 & ,(I') denotes a set of real-valued Borel functions f(x) on I
such that

1/p
[1£1lp.r = ( f,lf(x)l"dx> < w.

In the cases where the middle expression is equal to infinity, we continue
to denote it by ||f||,.r as before. In general, we admit infinite values for
various integrals (and mathematical expectations) of measurable functions.
These values are considered to be defined if either the positive part or the
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negative part of the function has a finite integral. In this case the integral is
assumed to be equal to + oo (— o) if the integral of the positive (negative)
part of the function is infinite.

For any (possibly, nonmeasurable) function f(x) on I' we define an ex-
terior norm in & (I'), using the formula

1A 1lpr = inf|]|p.r

where the lower bound is taken over the set of all Borel functions h{x) on
I' such that | f| < hon I'. We shall use the fact that the exterior norm satisfies
the triangle inequality: ]|f; + fol|,.r < 1| fillp.r + 1/2||p.r- Also, we shall use
the fact that if ]| f,||,.r > O as n— oo, there is a subsequence {n'} for which
Jw(x) > 0asn — oo (I-as.).

B(I') denotes the set of bounded Borel functions on I' with the norm

£ llsery = i‘:ll?|f(x)|~

C(I') denotes the set of continuous (possibly, unbounded) functions on I'.

f is a smooth function means that f is infinitely differentiable. We say
that f has compact support in a region D if it vanishes outside some compact
subset of D.

CZ(D) denotes the set of all smooth functions with compact support
in the region D.

1 . .
fotx) = m Z Va(tx) if|y] #0; fioy(t,x) = 0;

1 . .
ﬁYI)(yz)(t’x) = m z y’lyi f;cixj(lf,X) if [yll . |y2| # 0;
L)

Jonoa(t) =0 if[y1] - [ya] = 0.

We introduce f,,)...q,)- These elements are derivatives of f(¢,x) along
spacial directions. The time derivative is always expressed as (6/0t)f(¢,x).

C?(D) denotes the set of functions u(x) twice continuously differentiable
in D (i.e., twice continuously differentiable in D and such that u(x) as well
as all first and second derivatives of u(x) have extensions continuous in D).

C'%(Q) denotes the set of functions u(t,x) twice continuously differentiable
in x and once continuously differentiable in ¢ in Q.

Let D be a bounded region in E;, and let u(x) be a function in D. We
write u € W?3(D) if there exists a sequence of functions u" € C?(D) such that

llu = sz =0, [Ju" — u"||womy — O 1)

as n, m - oo, where

d d
Moo = 2 sllan + 2, sllan + [/ llso
i,j= i=

Under the first condition of (1) and due to the continuity property of u",
the functions in W?(D) are continuous in D. The second condition in (1)
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implies that the sequences u};, u}:,; are fundamental in #,(D). Hence there
exist (Borel) functions u;, u;; € £,4(D), to which u}:, u}.; converge in % 4(D).
These sequences u}:, Ul ; converge weakly as well to the functions given
above. In particular, assuming ¢ € C§ (D), and integrating by parts, we obtain

fD Qouudx = — fn QU dx,

Letting n — co, we obtain
j;) Qu;dx = —J‘D Quudx. )

1. Definition. Let D « E,, let v and h be Borel functions locally summable
in D,and let Iy, ..., I, € E;. The function 4 is said to be a generalized deriva-
tive (in the region D) of the function v of order n in the [, ..., [, directions
and this function h is denoted by vy, ..., if for each ¢ € C3(D)

[, e dx = (=17 [ o). dx.

In the case where the /; direction coincides with the direction of the r;th
coordinate vector, the above function is expressed in terms of vy ... v, =

Vay - - - @)

The properties of a generalized derivative are well known (see [ 57,71, 72].
We shall list below only those properties which we use frequently, without
proving them. Note first that a generalized derivative can be defined uniquely
almost everywhere.

Equation (2) shows that u; = u,: in the sense of Definition 1. Similarly,
U;; = U,,;. Therefore, the functions u € W?(D) have generalized derivatives
up to and including the second order. Furthermore, these derivatives belong
to Z4(D). We assume that the values of first and second derivatives of
each function u e W?(D) are fixed at each point. By construction, for the
sequence u" entering (1),

”u;; - uxi“d,l) - 0, ”u;,-xj b ux,-x,-”d’D - 0.

The set of functions W?(D) introduced resembles the well-known Sobolev
space W3(D) (see [46,71,72]). If the boundary of the region D is sufficiently
regular, for example, it is once continuously differentiable; Sobolev’s theorem
on imbedding (see [46,47]) shows that, in fact, WD) = WZ(D). In this
case u € W?(D) if and only if u is continuous in D, has generalized derivatives
up to and including the second order, and, furthermore, these derivatives
are summable in D to the power 4.

It is seen that if the function u is once continuously differentiable in D,
its ordinary first derivatives coincide with its first generalized derivatives
(almost everywhere). It turns out (a corollory of Fubini’s theorem) that,
for example, a generalized derivative u,. exists in the region D if for almost
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all (x3, ...,x%) the function u(x!,x3, ...,x%) is absolutely continuous in x!
on {x":(x*,x3,...,x¢)e D} and its usual derivative with respect to x* is
locally summable in D. The converse is also true. However, we ought to
replace then the function u by a function equivalent with respect to Lebesgue

measure. It is well known that if for almost all (x5"?, ... ,x%) the function
u(x?, ... x\xht, . x8) has a generalized derivative on {(x*,...,x):(x%,...,
xixht, . .. x8) e D} and, in addition, this derivative is locally summable

in D, u will have a generalized derivative in D.

Using the notion of weak convergence, we can easily prove that if the
functions ¢, v" (n = 0,1,2, .. .) are uniformly bounded in D, v" — v° (D-as.),
for some [, ..., I, for n > 1 the generalized derivatives vf,, ..., exist, and
|v£‘,1) .. uw| £ @ (D-as), the generalized derivative vJ,...,,, also exists,
Vi, .. .uk)( < ¢ (D-a.s.), and

n 0
Vay ..o > Vay. .. o0

weakly in ., in any bounded subset of the region D.

In many cases, one needs to “mollify” functions to be smooth. We shall
do this in a standard manner. Let {(x), { (1), {(t,x) = {,(£){(x) be nonnegative,
infinitely differentiable functions of the arguments x € E,, t € E,, equal to
zero for |x| > 1, |t > 1 and such that

fEd {(x)dx =1, f_ww dt fEd Uex)dx = 1.

For ¢ # 0 and the functions u(x), u(t,x) locally summable in E;, E; x E,, let

X . .
u(x) = ¢ % <> * u(x) (convolution with respect to x),
€
X . .
uOI(,x) = % <—> * u(t,x) (convolution with respect to x),
3

t x . .
w9 (t,x) = g~ ¥ ¢ <—,—> * u(t,x) (convolution with respect to (£,x)).
ge

The functions u®(x), u%9(t,x),u"(t,x) are said to be mean functions of the
functions u(x), u(z,x). It is a well-known fact (see [10,71]) that 4 — u as
e —0;

a. at each Lebesgue point of the function u, therefore almost everywhere;

b. at each continuity point of the function u; uniformly in each bounded
region, if u is continuous;

c. in the norm £ (D) if ue £ (D) and in computing the convolution of
u® the function u is assumed to be equal to zero outside D.

Furthermore, u® is infinitely differentiable. If a generalized derivative
Uy exists in E,, then [uy]® = [u®],. Finally, for p > 1
0} d 0 o

[ pes < lellpees 9] B < [[UllpeEn-
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Considering the functions u®, we prove that the generalized derivative
u,: of the function u(x) continuous in D does not exceed a constant N,
almost everywhere if and only if the function u(x) satisfies in D the Lipschitz
condition with respect to x* having this constant, that is, if for any points
x1,X, € D such that an interval with the end points x,, x, lies in D and x} =
x5 (i=2,...,d), the inequality |u(x,) — u(x,)| < N|x; — x,| can be satisfied.
It turns out that if a bounded function o has a bounded generalized derivative,
o2 has as well a generalized derivative, and one can use usual formulas to
find this generalized derivative.

In addition to the space W*(D) we need spaces WD), W'*(Q), and
W*2(0), which are introduced for bounded regions D, Q in a way similar
to the way W?(D) was, starting from sets of functions C*(D), C*-*(Q), and
C*%(Q), respectively, and using the norms

2d,D»

d
1A w20y = [Lf [lw2cy + 2:1 [/

0

)

]|fHW‘~2(Q) =

d
+ Z_ ”fxixf”d+ 1,0

‘d+1,Q i,j=1

d
+ -Zl 1 feilla+ 1,0 + [1f 15

d
1S lw2@ = [f w2 + -21 ([ fstll2a+ 10,0
i<

For proving existence of generalized derivatives of a payoff function
another notion proves to be useful.

2. Definition. Let a function u(x) be given, and let it be locally summable in
aregion D. Let v(I") be a function of a set I" which is definite, g-additive, and
finite on the g-algebra of Borel subsets of each bounded region D' = D' < D.
We say that the set function v on D is a generalized derivative of the function

uinthe [, ..., I, directions, and we write
v(dx) = Ugy. .. aoX) (dx), 3)
if for each function ¢ € C3(D),
[y w00 aadx = (=17 [ ov(ax). )

The generalized derivative (d/0t)u(t,x)(dt dx) for the function u(t,x) locally
summable in the region Q can be found in a similar way.

The definitions given above immediately imply the following properties.
It is easily seen that there exists only one function v(dx) satisfying (4) for all
¢ € C3(D). If the function g, . . . () exists, which is a generalized derivative
of uin the I, ..., [, directions in the sense of Definition 1, assuming that
v(dx) = ug,y... qy(x)dx, we obtain in an obvious manner a set function
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v, being the generalized derivative of u in the [, ..., [, directions in the
sense of Definition 2.

Conversely, if the set function v in Definition 2 is absolutely continuous
with respect to Lebesgue measure, its Radon-Nikodym derivative will
satisfy Definition 1 in conjunction with (4). Therefore, this Radon-Nikodym
derivative is the generalized derivative u,,... 4,(x). This fact justifies the
notation of (3). In the case where the direction /; coincides with the direction
of the r;th coordinate vector, we shall write

Uiy - 0 NEX) = Uyry . xne(X)(dX).

Using the uniqueness property of a generalized derivative, we easily
prove that if the derivatives u,.. . ,,(x)(dx) for some k exist for all [, . .., I,
then

1
Ugy--@o)EX) =7 X U@ B
]+ b,

for |Iy| - - || # O. Further, if the derivatives ug)(x)(dx) exist for all I, all
the derivatives ug,y,)(x)(dx) exist as well. In this case, if |I;| - |I,| # 0, then

1
Ugyay(X)(dx) = m[(ll + lz)zuu,+12)(11+12)(x)(dx)
(e l2)2u(11—12)(11—12)(x)(dx)]'

In fact, using Definition 2 we easily prove that the right side of this
formula satisfies Definition 2 for k = 2.

Theorem V of [67, Chapter 1, §1] constitutes the main tool enabling us
to prove the existence of ug,)...,,(x)(dx). In accord with this theorem from
[67], the nonnegative generalized function is a measure. Regarding

460y anldd) = (=18 [ pv(ax) (5)
as a generalized function, we have the following.
3. Lemma. Let u(x), v(I') be the same as those in the first two propositions of
Definition 2. For each nonnegative ¢ € C3(D) let the expression (5) be non-

negative. Then there exists a generalized derivative ug,, . ., in the sense of
Definition 2. In this case, inside D

(= Dfugy.- . qy()(dx) = (= 1)v(dx),
that is, for all bounded BorelT' < I < D
(- l)ku(h),‘,(,k)(lﬁ) > (—D%(T).

To conclude the discussion in this section we summarize more or less
conventional agreements and notation.
(w,,%,) is a Wiener process (see Appendix 1).
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&, is the o-algebra consisting of all those sets 4 for. which the set A N
{t<t}e Fforallt.

9M(r) denotes the set of all Markov (with respect to {#}) times 7 not
exceeding ¢ (see Appendix 1).

C([0,T],E,) denotes a Banach space of continuous functions on [0,T]
with range in E;, #; the smallest o-algebra of the subsets of C([0,T],E,)
which contains all sets of the form

{x[O,T] € C(/[O,T],Ed):xs € F},
where s < t, I' denotes a Borel subset of E,.
Lim. reads the mean square limit.

ess sup reads the essential upper bound (with respect to the measure which

is implied).
inf@ =00,  f(x)= fx¥e<o-

When we speak about measurable functions (sets), we mean, as a rule,
Borel functions (sets). The words “nonnegative,” “nonpositive,” “it does not
increase,” “it does not decrease,” mean the same as the words “positive,”
“negative,” “it decreases,” “it increases,” respectively.

Finally,

d 62
A=) ——
igl a(x')*
denotes the Laplace operator. The operators L?, F[u], F,[u], used in Chap-
ters 46 are defined in the introductory section in Chapter 4.

2. Estimates of the Distribution of a Stochastic
Integral in a Bounded Region

Let A be a set of pairs (0,b), where o is a matrix of dimension d x d; and b is
a d-dimensional vector. We assume that a random process (o,,b,) € A for
all (w,?), and that the process

X, = Xg + J(; o,dw, + f; b, ds

is defined.
We shall see further that in stochastic control, estimates of the form

M [ 1) dt < N e 0

play an essential role, in (1) f is an arbitrary Borel function, tj, is the first
exit time of x, from the region D, and Q = (0,00) x D. A crucial fact here is
that the constant N does not depend on a specified process (o,,b,), but is given
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instead by the set A. In this section, our objective is to deduce a few versions
of the estimate (1).

We assume that D is a bounded region in E,, x, is a fixed point of D, an
integer d, > d, (w,,&%,) is a d;-dimensional Wiener process, o,(w) is a matrix of
dimension d x dy, b,(w) is a d-dimensional vector, and ¢,(w), r,(w) are non-
negative numbers. Assume in addition that o,, b,, ¢, r, are progressively
measurable with respect to {#,} and that they are bounded functions
of (t,w). Let a, = 30,6

Next, let p be a fixed number, p > d, and let

t t 1-[@+1)/(p+1 1/(p+1
Vst = L r.du, Osp = J; Cydu, Y, = ¢ TH@TDIEED det q) P,

One should keep in mind that for p = d the expression c¢? =9/ *1) js equal to
unity even if ¢, = 0; therefore ¥, = (r,det a,)"“* Y for p = d.

1. Definition. A nonnegative function F(c,a) defined on the set of all non-
negative numbers ¢ as well as nonnegative definite symmetric matrices a of
dimension d x d is said to be regular if for each ¢ > 0 there is a constant
k(e) such that for all ¢, a and unit vectors 4

F(c,a) < etra + k(g)[c + (atA)]
2. Theorem. Assume that |b| < F(c,.a,) for all (t,w) for some regular function
F(c,a). There exist constants N {,N , depending only on d, the function F (c,a) and

the diameter of the region D, and such that for all s > 0, Borel f(t,x) and g(x),
on a set {tp > s}, almost surely

M{f:” e” P f(ys,%)| dtlﬁs} < Ny||fllp+1.0 )
M { [ emomctmum(det a)tirlg(x,)| drlzz} < NJJlgll.0- 3)

Before proving our theorem, we discuss the assertions of the theorem and
give examples of regular functions. Note that the left sides of the inequalities
(2) and (3) make sense because of the measurability requirements.

It is seen that the function F{c,a) = c is regular. Next, in conjunction with
Young’s inequality,

X gqu xp
Xy = <*)(8J’) S+
€ q &p

if x,y >0,p ! + g~ ! = 1. Hence for a € (0,1), £ € (0,1)
ctra)! * < e(l —a)tra + agl " e < gtra + ¢t~ W,

Therefore, c*(tra)' ~* is a regular function for o € (0,1).
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We show that the function (det a)’¥ not depending on c is regular. Let
Uy < pp <00 <, be eigenvalues of a matrix a. We know that u, < (ad,A)
if |/1| = 1. Further, deta = u,u, - - * pg, tra = py + pp + -+ + py. From this,
in conjunction with the Young’s inequality, we have

o —1 )
(deta)'’? = pi(py -+ - )" < —e7 Py + 7 (epq - - gug)* @

&Ir— &lv—

£ @A) + e+ )

< (etra+ e Y9 V(adA).

Using the regular functions given above, we can construct many other
regular functions, noting that a linear combination with positive coefficients
of regular functions is a regular function.

The function tr a is the limit of regular functions c*(tr a)' * as « | 0.
However, for d > 2 the function tr a is not regular. To prove this, we suggest
the reader should consider

3. Exercise
Forp=d, c,=0,5s=0,g=1 it follows frorﬁ (3) that
M J:D (deta,)'dt < N, (meas D)'/. @

From the statement of Theorem 2 we take D = S, F(c,a) = K tra, with K > R~
It is required to prove that for d > 2 there exists no constant N, depending only
on d, K, R, for which (4) can be satisfied.

This exercise illustrates the fact that the requirement |b,| < F(c,,a,), where
F is a regular function, is essential. In contrast to this requirement, we can
weaken considerably the assumption about boundedness of o, b, ¢, r. For
example, considering instead of the process x,, y,, the processes

_ t t ) _ t
X, = Xo + | Qu<epTudW, + fo Bucrpbud, Vo= | Aucoyrudu,

where 1, is the time of first departure of x, from D, and noting that x, = X,,
Vs = Vs, fOr t < 7, we immediately establish the assertion of Theorem 2 in
the case where a, <; .0, X1 <1pPr» X< opCr» Xe<opl: A€ bounded functions of (¢,).

We think that the case where s =0, r, = 1, p = d is the most important
particular case of Theorem 2. It is easily seen, in fact, that the proof of our
theorem follows generally from the particular case indicated. The formal
proof is rather difficult, however. It should be noted that according to our
approach to the proof of the theorem, assuming s # 0, r, # 1 makes the
proving of estimates for s = 0, r, = 1 essentially easier. In the future, it will
be convenient to use the following weakened version of the assertions of
Theorem 2.
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4. Theorem. Let t be a Markov time (with respect to {#,}), not exceeding tp.
Also, let there exist constants K, 6 > 0 such that for all t < t(w), 1 € E,

d
|b(w)| < K, Y al(w)ATW > 8|42
ii=1

Then there exists a constant N depending only on d, K, 6, and the diameter
of the region D such that for all s > 0 and Borel f(t,x) and g(x) on the set
{s < 1}, almost surely

M{ [ dz|gz} < N|f s s

M{ INZE3 dr[fs} < Nllgla.o-

This theorem follows immediately from Theorem 2 for r,=1,¢, =0,
p = d. In fact, we have

t
Xiar = Xo + f; Xu<cOy dwu + fo Xu<tbu dua

M {J: If(t,xt)[ dtlg:s} < §74@r iy {f:D e_¢s'tXt<r‘pt\f(s + ys,t’xt)| dtlg'-s}

since e~ ®snjy, = (det ¢,)'“*V and det q,, which is equal to the product of
eigenvalues of the matrix a, for ¢ < 1, is not smaller than 6% Furthermore,
Xe<<be] < K&~ *(det x,<.a,)""%, the function F(c,a) = K&~ *(deta)* is regular
and, in addition, {s < 75} > {s < 1}.

Next, in order to prove Theorem 2, we need three lemmas.

5. Lemma. Let |b| < F(c,a,) for all (tw) for some regular function F(c,a).
There exists a constant N depending only on the function F(c,a) and the
diameter of the region D such that on the set {1}, > s} almost surely

M {J‘TD e_(Ps,t

ProoF. We can assume without loss of generality that x, =0. We denote by
R the diameter of the region D and set u(x) = f — chalx| for >0, B>
ch(aR). We note that u(x) is twice continuously differentiable and u(x) > 0
for x € D. Applying Ito’s formula to e™¢>tu(x,), we have for ¢t > s on the set
{tp = s} that

b dtl,?"s} < M{f:" e *tF(c,,a,) dt|.§‘—’s} <N.

u(xs) - M{L’Mtu e—ws,r[cru(xr) _ L""”'u(x,)] dr + e*(ps,c/\rpu(xmtv)lgf,s}

> M { J;tArD e~ ?[cu(x,) — L7"u(x,)] dr[g‘fs} (a.s.)



2. Estimates of the Distribution of a Stochastic Integral in a Bounded Region 55

Assume that forall xe D, r > 0

c,u(x) - Ld"bru(x) = F(craar)' (5)
Then
T ATy

S

B > u(x,) > M{f e *=rF(c,.a,) dr|.9'°'s},
which proves the assertion of the lemma as ¢t — oo, with the aid of Fatou’s
lemma.

Therefore, it remains only to choose constants a, f such that (5) is satisfied,
assuming obviously that x # 0. For simplicity of notation, we shall not
write the subscript r in ¢,, g,, ,, b,. In addition, let 4 = x/|x, p = |x|. A simple
computation shows that

I =(1+ ashalx|) ™ [eu(x) — Lu(x) — F(c,a)]

= (1 + ashap)™{c(B — chap) + ashap(h,l)

+ «* chap(ai,i) + %sh apftra — (ai,A)] — F(c,a)}

(6)
B — chap a?chap
=7 + ashap + (al’i)l + ashap
ashap 1

m&; P [tl' a— (al,/l)] - F(c,a).

We note that cheap > 1,chap > shap, ashap > a?p and for x e D the
number p < R. Hence

2

1+ ashap =1 +ashaR” 1+ashap ™ chap+achap 1+

B —chop - B — chaR aZchap - aZchoap o

1 ashap 1 o a?

= - > .
pl+ashap pl+a?p™ 1+ a?R

Therefore, it follows from (6) that

B —chaR 2 o?

o
1> —_—
c +(a/l,/l)1+a+

=1+ ashoR iR [tra — (aAA)] — F(c,a).

14+a

We recall that F(c,a) is a regular function. Also, we fix some ¢ < 1/R and
choose a large enough that a?/(1 + a*R) > ¢, a?/(1 + «) > k(e) + & Next,
we take a number f so large that

B — chaR

1+ ashaR = kie).

Then I > k(¢g)[ ¢ + (a4,4)] + e tra— F(c,a) = 0, thus proving the lemma. []
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6. Corollary. Let G(c,a) be a regular function. There exists a constant N
depending only on F(c,a), G(c,a) and the diameter of the region D such that

M {f:n e **G(c,,a,) dt}?’s} <N ({rp=>s}-as.).

In fact, let F(c,a) = F(c,a) + G(c,a). Then |b| < F,(c,.a,), G(c,,a,) < F1(c,,ar),
and the assertion of our lemma is proved for F,(c,a).

7. Lemma. Let R > 0,h(t,x) > 0,h € %, (Cg), h(t,x) = 0 fort < 0,h(t,x) =0
for |x| > R. Then on (— c0,00) X E, there exists a bounded function z(t,x) < 0
equal to zero for t < 0 and such that for all sufficiently small ¢ > 0 and non-
negative definite symmetric matrices a = (a") on a cylinder Cg.

xixls

0 a
N(d)(det 1/(d+1)h(a) < L 8 ij,€)
(d)(det a) < =520+ X

=1

where N(d) > 0. Furthermore, if the vector b and the number ¢ are such that
|b| < (R/2)c, then on the same set Y 1_; b'z&) > ¢z, if ¢ is sufficiently small.
Finally, forallt > 0, x € E,

|20t < N@R) [ [ i+ s, y)dsdy
This lemma is proved in [42] by geometric arguments.
8. Lemma. Let |b,| < F(c,.a,) for all (t,w) for a regular function F(c,a). There

exists a constant N depending only on d, F(c,a), and the diameter of D, and
such that for all s > 0, f(t,x) on a set {1, = s}, almost surely

M {f:n exp{ - f: Cy du} (r,deta)e*V|f <J: tu du,x,)

In other words, the inequality (2) holds for p = d.

dt

f} < N flles 10

ProoFr. Let us use the notation introduced above:

t t
D5 = fs Cydu, Y, = (r,det at)l/(d+1), Vst = f r,du.

S

We denote by R the diameter of D and we consider without loss of generality
that x, = 0. In this case D < Sg. Also, we assume that ty is the first exit time
of x, from Sg. It is seen that 75 > 1p.

Suppose that we have proved the inequality

M{Lrn Y| f(Vs %)) dt{g"s} < N||flla+1,en | (7)

({zg = s}-a.s.) for arbitrary s, f, where N = N(d,F,R). Furthermore, taking
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in (7) the function f equal to zero for x ¢ D, we obtain
M {J’Szn euws,tl/,tlf(ys,”x,)[dtlys} < M{J‘:R e—q,s,td,tlf(ys,l’xt” dtlg;s}

S N fllas1.cx = Nl flla+ 1.0

({tx = s}-a.s.) and, a fortiriori, ({tp = s}-a.s.).

It suffices therefore to prove (7). Usual reasoning (using, for example, the
results given in [54, Chapter 1, §2]) shows that it suffices to prove (7) only
for bounded continuous nonnegative f(t,x). Noting in addition that by
Fatou’s lemma, for such a function

{7 ot o e 2 <t [ el + o deta] 14+
§ el0 s

X f(J: (r, + €)du, x,) dtlf's} (a.s),

we conclude that it is enough to consider the case where r,(w) > 0 for all
(t,w).

We fix T > 0 and assume that h(y,x) = f(T — y,x)forO< y < T, x € Sp,
and h = 0 in all the remaining cases. Using Lemma 7, we find an appropriate
function z. Let 7 = 1 ; be the first exit time of a process (y,,,x,) considered
for t > s from a set [0,T) x Sg.

We apply Ito’s formula to the expression e™?=z)(T — y, ,.x,) for ¢ > 0,
t = s. Then

AT a
— 8 = ey Lo
29(Tx) M{ ) [ Fu s 2T = Yy %)
- cuZ(E)(T - ys,uaxu) + Lambuz(s)(T - ys,m xu):le_tps’t du
- e—%’“\tz(s)(T — Vs, tate xt/\r)l'g’-s} (as.).

Using the properties of z® for small ¢ > 0, we find

0 . 0 1 . a
ey 7@ 4 Lowbez® = p, ~% 9+ Y —af0, |+ Y b
t Li=1 Tu i=1

> N + %|bu}z‘”).
Furthermore, z® < 0. Hence

~2O(Tx) > M{fj” [N(d)wuhma" ~ Yeu)

+ -;—lb.,'Z(s)(T — Veu x,,):l du|97s} (a.s.),
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in which we carry the term containing z*® from the right side to the left
side. Also, we use the estimate |z®| < sup, . |2| < N||Alla+1,cx < N|[flla+1,cx:

b dul y})

> M { fsmr e~ Y hT — y, ., X,) du[ﬁ"s} (as.),

tAT
“Ps,u
e .

s

N(d,R)nfnm,;R(l + M{f

where y, , € (0,T) for u € (s,7) by virtue of the condition r, > 0, and in addi-
tion, x, € Sg; hence the function h is continuous at a point (T — y,,, x,)
and (T — y; 4, X,) = f(¥s..X.). Letting & to zero in the last inequality, we
obtain, using Fatou’s lemma,

b a7}

N(d’R)”f”d+1,CR<1 + M{J:Ar e Psu
>M {J‘:At e_‘P.v,ulpuf(ys,u,xu) dulﬁ;} (a‘s_)_

Further, on the set {Tz > s} itisseenthatt < tz. Therefore, by Lemma 5,

tAT
xmst{fs g Pun
tAT -0
=M erzsL e "

R _
SXrnst{fs e oo

Finally, on the set {1z > s} for all T >0, ¢ > s, we obtain

b du|97s}

b,| du| 5‘;}

b,| dul 975} < N(F.R) (as)

M{f e f(Ys ) dul 9’} < N@ER)|fa+1,ca (@S

It remains only to let first £ > oo, second T — oo, and then to use Fatou’s
lemma as well as the fact that obviously 74z = 7z as T— co on the set
{tr = s}. We have thus proved the lemma. O

9. Proof of Theorem 2. We note first that it suffices to prove Theorem 2
only for p =d. In fact, for p > d in accord with Holder’s inequality, for
example,

M{ [7 emomsct - det a) rlg(x) dt:g"s}

o pid - 1-Wip)
S(M{fs e‘*’“(deta»“"lg(x,)xwddrlfs}) <M{fs d'g"D
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In this case, [{? e %=, dt =1 — e”%*» < 1, and if we have proved the
theorem for p = d, the first factor does not exceed

[N(d’FsD)”gpM”d,D]dfp = Nd/p(daF,D)”g“p,D < (N(danD) + l)llg“p,D

The inequality (2) was proved for p = d in Lemma 8. Therefore, it suffices
to prove that

i [ e onden s .} < NGF Do

({zp < s}-ass.)) for all g. We can consider without loss of generality that g is a
nonnegative bounded function. In this case, since (det @)/ is a regular func-
tion

s>0 [

v = SUpess sup x,, » M {J:D (det a,)*"?g(x,)e ™=+ dt| 973}

is finite by Corollary 6. If v = 0, we have nothing to prove. Hence we assume
that v > 0.

Using Fubini’s theorem or integrating by parts, we obtain for any numbers
t; < t, and nonnegative functions h(z), r(t) that

J:z h(t)dt = J:’ h(t) exp{ — J: r(u) du} dt
+ J:l exp{— J: '1 r(u) du} r(t) (ﬁtz h(w) du) dt.

From this for s >0, 4 € %,, r, = (1/v)(g(x,)(det a,)'?, h, = (deta,)"g(x,),
we find

™D
MXA,rDsz; hie~ =+ dt

= Mg, s [ I exp{wcps,, = du} di

+ M4, epss _Lm eXP{ - f: r, du} 7 (Lm he #sx du) dt,

where the last term is equal to

J;w l:MXA,tDZSexp{-—J: rodu — (ps,,}r,xtﬁ,(ﬁm he ™ ®ex du)] dt
= fsw IZMXA,tDZseXp{_f: rydu — (ps,t} T'tXep>:M {J:ID hye™®ov du,%}:l de

) t
< fs MXA,rDzsexp{_J; rydu — %,:}szr"tv dt

=My, pss J:D h, exp{——f: r,du — (ps,,} dt.
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Therefore,

Mx4, cpss J:D he ™ ?st dt

< 2Myy, to>s J‘:n h, exp{—f: rodu — (ps,t} dt

! '
= 20 DMy, J:D (r,deta,)”(”“)f(fs rudu,x,>e"‘“v'dt,

where f(t,x) = e 'g”/®*Y(x). Consequently, by Lemma 8,

My g cpss fs”’ he @ dt < N“f”d+1,QU1/(d+1)p{A, > s)
< Vgl ™04 P Ay > ),

where the constants N (which differ from one another) depend only on 4, the
function F(c,a), and the diameter of D. The last inequality is equivalent to
the fact that {r, > s}-a.s.)

M{L D(det at)l/dg(xt)e—(as,: dt"gts} _ M{f:n hte—(ps,t dtlg;s}

< N||g||3/(g+ l)vl/(d+ 1)
From this, taking the upper bounds, we find
v < N”g||§/g+ I)UI/(d'f'l), Ud(d+ 1) < N||g||5/g+ 1)
and v < N||g||4,p, thus completing the proof of Theorem 2. O

10. Remark. Let é > 0. The function F(c,a) is said to be J-regular if for
some ¢ € (0,6) there is a constant k() such that for all ¢, @, and unit vectors 4

F(c,a) < etra + k(g)[c + (ahA)].

In the sense of the above definition, the function which is d-regular for all
0 > 0, is a regular function.

Repeating almost word for word the proofs of Lemmas 5 and § and the
proof of Theorem 2, we convince ourselves that if the region D belongs to a
circle of radius R, |b,| < F(c,.a,) for all (r,w) and if F(c,a) is an R~ *-regular
function, there exist constants N,,N, depending only on d, F(c,a), and R such
that the inequalities (2) and (3) are satisfied.

11. Exercise

Let d =2, D = Sg, ¢ > 0. Give an example illustrating the (R™! + g)-regular function
F(c,a) for which the assertions of Theorem 2 do not hold. (Hint: See Exercise 3.)

12. Exercise

Let z® be the function from Lemma 7. Prove that for sufficiently small ¢ the function
29(t,x) decreases in ¢t and is convex downward with respect to x on the cylinder Cpg.
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3. Estimates of the Distribution of a Stochastic
Integral in the Whole Space

In this section’ we shall estimate expressions of the form M [ | f(t,x,)|dt
using the £ ,-norm of f, that is, we extend the estimates from Section 2.2 to
the case D = E,.

We use in this section the assumptions and notation introduced at the
beginning of Section 2.2. Furthermore, let

t t
(Pt = @0,: = fO cu dua yt = yO,t = fO ru du'

Throughout this section we shall have two numbers K,;,K, > 0 fixed and
assume permanently that

Ib,((o)| < Kiclw), tr a,(w) < Ky lw)
for all (z,w). Note immediately that under this condition |b,| does not exceed
the regular function F(c,.a,) = K;c,.
First we prove a version of Theorem 2.2.
1. Lemma. Let R > 0, let T be a Markov time with respect to {#,}, and let

g = inf {t > 1:|x, — x,| > R}.? Then there exists a constant N = N(d,K,R)
such that for any Borel f(t,x)

M {J‘tzn e’%!ptlf(y,,x,)| dz|go’t}

- 1(p+1)
<e <N (L f| fEx)P+ dx dt) (as.).

PRrOOF. First, let 7 be nonrandom finite. For t >0 we set &, = %,,,,
W; =W, — W,

/o 7 —_ S o
O = 0,445 b= b4y, C = Coays Tt =Tiqys

4 ' t ! t
l//t = lpt+n Xy = fo a;dwu + 0 b;du = Xpvr — Xp

't 't , .
V= fo r, du, @, = fo ¢, du;

7’ is the first exit time of the process x; from Sg. It is then seen that

e’ M {J‘:R €~¢t'//x‘f( J’taxt)l dt | g;f}

= M{ [o e 15+ v x4 %)) dt|,§7§,} (as)

1 Also, see Theorem 4.1.8.
2 inf ¢ = oo
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Furthermore, (w;,&#7) is a Wiener process. In addition, by Theorem 2.2
M{ [o el i+ yxi + ) dtyffa}

< N(f()eo f|f(t + yz)P*! dzdt>1/(p+1) (a.s)

for any xe€ E,;, y > 0. In order to prove our lemma for the constant t, it
remains to replace y, x by the #-measurable variables y,, x, in the last
inequality. To do as indicated, we let x,(t) = (k + 1)/2" for t € (k/2", (k + 1)/2"],
Ka(X) = 14xY, ... X% = (k,(%), . . . ,ka(x%)). Note that x,(t) |t for all te
(= 00,00), k,(x) = x for all x € E,.

From the very start, we can consider without loss of generality that f is
a continuous nonnegative function. We denote by I';, I'? the sets of values
of the functions x,(t), x,(x) respectively. Using Fatou’s lemma, we obtain
for the function f mentioned,

M{fo e Y f (Y + yexi + xf)dtlg'"’o}

—

<

=

-0

im M{ [& ey + wyd xi + x,,(xr))drm}

= lim Z Z M{ﬁ; e f(yi + Voo Xi + x)dt|97/0} Ko =y knlxo)=x

n— o yeI',llxeFﬁ

. 1/(p+1)
< N lim < L . f 21, x) dx dt>

n—w

© 1/(p+1)
< N(L ffvﬂ(t,x)dxdx)

Further, we prove the lemma in the general case. Taking 4 € #, and
setting 7" = k,(1),

th = inf{t > ":|x, — x| = R},
we can easily see that

™| 1, lim 7% > 1z,

n— o

fe<wo lim [7F 7o) flypx)|de 2 [ €m0y v ds

and that for s e I'} the set

1
{4,7" =5} = {A,re(s —f,s:l}egf"s.
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Therefore, in accord with what has been proved,
M [ €m0 (x| de

< lim My eee Jor e Ay dt

n— oo

=lm 3 Moo [ e f0n)

n= o sel’,

= lim Z MXA,r":sM{f:R e_“"[//tlf(yt,xt)ldtlfs}

n-ooserl}

n—* o

1/(p+1)
= NMxA,me-m( = flresp dxdt) ,

thus completing the proof of our lemma. |

H(pt+1)
< N lim Mx,,,twe-%"( [ [Irexp+tax dt)

2. Lemma. As in the preceding lemma, we introduce R, 1, 1. Also, we denote
by u = (1) the positive root of the equation A — uK, — u*K, =0 for A > 0.
Then

M{Xex<we *¥= e Y (@s).

Fl<
F < chuR

ProoF. Let n(x) = ch p|x|. Simple computations show that

Ac(x) — Lo a(x) = Ac, ch u|x[ — ush u|x| <bbﬁ>

(a,x,x) 1
— w2chulx| S 2
wheh i — K

Taking advantage of the fact that sh u|x| < chpu|x
obviously obtain

Ae(x) — LoPm(x) > ¢, ch p|x|(A — puK,; — p*K,) = 0.

a,x,x
sh px| [tr a, — (lTIZ—)]

, We

, shp|x| < plx|ch ulx

Further, using Ito’s formula applied to e~ ***n(x, + x), we have from the
last inequality that

e‘lfpmrn(x“\t + X) = M{J:t::x e—l‘pu[ﬂ'cun(xu + X)

- Lamb"n(xu + x)} du + e—lmnnn(xt/\m + x)l'g'-mt}

= M{e"l“’fnn(x“\tx + x)|g;t/\t}'
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Using the continuity property of z(x), we replace x with a variable (—x, , )
in the last inequality. Then

e—-Z.QJ:Ar > M{e—ltern(xtArR — xt/\r)|'97!Ar}’
which yields for 4 € &,

MXA,‘E< coe—lq’t = hm MXA,WSte_MaMt

it

. -2
= h_m MXA,rste (hkn(xt/\ra - xt/\t)

[ amdie o]

> My *Ru(X, — X)feper = ChuRMy e oy . O

We have proved the lemma; further, we shall prove the main theorem of
Section 2.3.

3. Theorem. There exist constants N; = N(d,K,K,) (i = 1,2) such that for
all Markov times T and Borel functions f(t,x), g(x)

M {J’:‘O e_%l//tlf(ynxt” dtlgﬁ}
< Nle_""<Li° f|f(t,>c)]erl dx dt)l/(pﬂ) (as.),

M {f,w e~ %icl ~@P(det a,)”"|g(x,)ldt|97,} < Nye gl m, (as)

Proor. We regard f, g as nonnegative bounded functions and in addition,
we introduce the Markov times recursively as follows:

10 =1,
= inf{t > t":|x, — x| > 1}
Note that by Lemma 2,

M{fen 1<l ®" T HF S = MM {Jfns 1 < ™ " F 0} Fo)

<! M{ T
_Chl.t X‘r"<coe

1 n+1
< | — ¢ S,
) (Chﬂ) € Xt<00 (aS),

where u is the positive root of the equation 1 — uK; — 2K, = 0.
It is seen that 7" increase as n increases; the variables

F.}

Xr"< aoe_(ptn

decrease as n increases. The estimate given shows that as n — o

My e ?" = 0, Ln<l 70 (a.s.).
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Due to the boundedness of the function ¢,(w) we immediately have that
" — oo (as.)asn — oo.
Therefore, using Lemma 1, we obtain (a.s.)

M {J‘:O e—¢tllltf(yt’xt) dt | «%}
M{‘L:..u

M{M {J;:H»l e”q"d/:f(yt’xt) dtl 5"—."}

Z.

It

Ms EMS

ea/-t}

x © 1/p+1)
< N(d’Kl) Z M{e—(h"xt"<w (j‘ ffp+1(t,x) dx dt)
n=0 yen

3
H
(4

%}

1/(p+1)

= N<Lw ff"“(t,x)dxdt) ZO M{e™ ® "y ine o | Fo}

Ch,u o, © b1 1/(p+1)
NG e (Lff (t,x) dx dt .

Having proved the first assertion of the theorem, we proceed to proving
the second.

To this end, we use the same technique as in 2.9. The function g is bounded
and

Cxl ”W")(det a,)l/” < Crl -(d/p)(tr a,)d/" < K‘;’”c,.
Hence

fw e~ Pt} @R (det a,) Pg(x,)dt < N f:o e ¢tc,dt = N(1 — e %==) < N,
and the number

v = sup €ss sup M{foo e”®otcl " (det ) Pg(x,) dt | Z,

is finite. We assume that v > 0, and that r, = (1/v)c} ~¥?(det a,)'?g(x,), h, =
¢} ~9P(det a,)!/Pg(x,). Using Fubini’s theorem, we obtain

M{J‘rco e~ Puth, dt|97,}
= M{J‘tw h,exp{—ﬂpm - J: r,,du}dtL%}
+ M{ [ exp{ ~u — [ du} ( [ memou du) dtlg",} (as),

from which it follows, as in 2.9, that

M{f:" e—¢:.th,dt|.97t} <2M {f:o h,exp{——(p,,t - J:t r,,du}dt|97,}.
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Noting that the last expression equals zero on a set {t = co} we trans-
form it into

exp{f; r du + (Pt}X1:< wzvl/(p+1)

< M {f:" e~ PP~ D@+ 1)y, det g,) 10+ Uf(f(: rudu,xt> dt | 371},

where f(t,x) = e 'g??*1(x). Therefore, according to the first assertion of
the theorem

- U(p+1)
M{ f e“”f"h,dt|.9°',}lev”“’+”ey’x,<w< fy f e—<P+1>'gP(x)dxdt>

1/(p+1) /(p+1) 1 HEED
< N;v'? b a.s.).
1 ”g||p,£1 (p 1) ( )

Consequently,

v < NP Dl PETD, v < NTTUPgllp e, < (1 + ND)lglly.e0
which is equivalent to the second assertion, thus completing the proof of
our theorem. O

We give one essential particular case of the theorem proved above.

4. Theorem. Let K, K, <00, A>0, 6>0, s=0, for all t>5s, weQ,
ek,
d d

) < K5, Y, af(w) < K, Y al@ed =0kl ()

i=1 i,j=1
There exist constants N; = N(d,p,A,6,K3,K,) (i = 1,2) such that for all Borel
Sunctions f{(t,x), g(x)

M [ e fexlde < Nol|fllps s, .. @

M [\ Mgt de < Nollgl e, ®

This theorem follows from the preceding theorem. In fact, for example, let
re=1,¢,=Afort > 5, K; = K3/A, K; = K,/A.- Then |b| < Ky¢,, tra, < K¢,
for t > s. For t < s, let us take ¢, such that the above inequalities still hold,

noting that (deta,)/?*? > §¥*1) Therefore

AP dp+ 1)5dip+ Ly f“’ e” | f(tx,)| dt
< e M LC‘O exp{_ﬁt Cy du}ct(li—d)/(p+ 1)(rt det at)I/(P+1)lf(yt,xt)l dt

<M J‘:O e"""‘t/l,]f(y,,x,)] dt.
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5. Exercise

We replace the third inequality in (1) so that deta, > d, and we preserve the first two
inequalities. Using the self-scaling property of a Wiener process, and also, using the
fact that in (3) g(x) can be replaced by g(cx), prove

@ 1
— At -~ 1/dgr1/2
Mfo e Ig(x,)ldtg—ﬁé K} N<d,

52 )
JiK. 9\la,E.>

where N(d,K3) is a finite function nondecreasing with respect to K.

4. Limit Behavior of Some Functions

Theorems 6 and 7 are most crucial for the discussion in this section. We shall
use them in Chapter 4 in deducing the Bellman equation. However, we use
only Corollary 8 in the case of uniform nondegenerate controlled processes.
In this regard, we note that the assertion of Corollary 8 follows obviously
from intuitive considerations since the lower bound with respect to o € B(s,x)
which appears in the assertion of Corollary 8 is the lower bound with respect
to a set of uniform nondegenerate diffusion processes with bounded coeffi-
cients (see Definition of B(s,x) prior to Theorem 5).

We fix the integer d. Also, let the number p > d and the numbers K; > 0,
K, >0, K; > 0. We denote by « an arbitrary set of the form

(Qﬂg’—aPsdlawl,g-'no-nbtact’rt)’ (1)

where (Q,%,P) is a probability space, the integer d, > d, (w,,%,) is a d;-
dimensional Wiener process on (Q,%,P), g, = ¢,(w) is a matrix of dimension
d x d,, b, = b,(w) is a d-dimensional vector, ¢, = ¢,(w), , = r,(w) are non-
negative numbers, and o,, b,, c,, r, are progressively measurable with respect
to {#,} and are bounded functions of (t,w) for t > 0, w € Q. In the case where
the set (1) is written as o, we write Q = Q% & = F° etc.

Denote by (K ,,K,,K ) the set of all sets « satisfying the conditions

|b?| < KIC; tr%"?laﬂ* < KZC‘;!, r‘: < K3C;l
for all (t,w). For x € E;, a € (K ,K,,K3), let
xpr=x+ J: ok dw’ + f; b%du,
t t
s+ [rdu  gr=[ o =1lofer",

‘M = (Cgr)(p—d)/(p+ 1)(,.;- det az:)ll(p+ 1)

As usual, for p = d, Y7 = (rf detg®)/@+ D),
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For the Borel function f(t,y), s € (— o0,00), x € E; let

v(s,x) = U(f,S,X) = U(KI’KZ’KS’f>Sax)

= swp W[ dr
aeU(Ky,K2,K3) 0

where M* denotes the integration over ©* with respect to a measure P*
In addition to the elements mentioned, we shall use the elements given
prior to Theorem 5.

1. Theorem. Let fe £, ,(E;+1). Then v(s,x) is a continuous function of
(s,x) on E; ¢, and, furthermore,

el N(d’Kl’KZ)Of [irenp dy'dt>1/(p+l)

PRrOOF. Since b3 < K¢, trof < K,cf, the estimate of v follows from Theorem
3.3. In this case, we can take N(d,K,K,) = N,(d,K,,K,), where N, is the
constant given in Theorem 3.3.

Further, we note that for any families of numbers h%, h3,

sup h} — sup k| < sup [h§ — h3|.

Hence
[p(51%1) = (s2,%)] < sup M® [ e7oFyz| f(35 e = f(352, x| .

If f(¢,x) is a smooth function of (,x), with compact support, then
A ) = Sy )|

of (t,x)
ot

= N(|sy — s3] + |x; — x3)).

< sup <Igradx fiex)| + >(|y‘?'s‘ — YR+ X — X))
t,X,

Morever,
lp;z < (C?)(p—d)/(pJf ”(ch‘;‘td_d(tr aa)d)l/(p+ 1) < Ké/(” I)Kt;/(p+ l)c‘,l.

Therefore
[+4} ok W _ o x
fo e (Pc‘/I;'dt < Ké/(p+1)Kg/(p+1)fo e ¥t d(pfS Kll(p+1)K§/(p+1).

Consequently, we have |v(s;,x;) — v(s2,%2)| < N(|s; — 52| + |x; — x5|) for
f(t,x), with v being a continuous function.

If f is an arbitrary function in &£, , ((E, . ,), we take a sequence of smooth
functions f, with compact support so that || f— f,|,+1,z,,, — 0. Using the
property of the magnitude of the difference between the upper bounds,
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which we used before, we obtain

[o(f,8,%) = (f,5,%)] < O(|f — fo:5.%) < N||f = fullp+ 1, Bas 1

This implies that the continuous functions v(f,,s,x) converge to v(f,s,x)
uniformly in E,;,;. Therefore, v(f,s,x) is continuous, thus proving the
theorem. O

The continuity property of v(s,x) implies the measurability of this function.
For investigating the integrability property of v(s,x) we need the following
lemma.

2. Lemma. Let R > 0, let 1%* be the time of first entry of a process x¥"* into
a set Sg, let y* be a random variable on %, y* > 1%* and let ¢ be the positive
root of the equation K,e*> + K e — 1 = 0. Then, for all t,, s

—o® £R —glx|
M"‘X?u<me Py < @ R

ot g £ 1
Mﬂxtlsy;&s’yu<°oe (2% < eXp{ER - §|x| - 2*1(—(1’1 - S)}
3

Proor. We fix o, x. For the sake of simplicity we do not write the superscripts
o, x. In addition, we write %' = s + y%° as s + y,.

The first assertion of the lemma is obvious for |x| < R; therefore we
assume that |x| > R. In accord with Ito’s formula applied to e~ ¢

we obtain

—¢eR - —tR — =
e Me "y, ., < e Me Iry,

TATR

< Me @ener2lxeacrl = oelxl 4\ o e osTalxl I(x,)ds,

where
(ax,x 1 a.x,x X
I(x)= 82—!§P~2— sl—x—l[tras — glsle—)] — sbsm —c
< azﬁ%cxl’z—x) +eKyc,— ¢ < e2K,c, + eKycy — ¢ = 0.

Hence e *f*Me %7y, ., < e~ #*l. Using Fatou’s lemma, as t — co, we arrive
at the former inequality. .
In order to prove the latter inequality, we note that under the assumption
r, < K;c, we have on the set {t, <y, + s} that t; — s < K;¢,, from which
it follows that
—Q, < _K:’Tl(tl - S)a
MXn Syv“’y(we—cpv < e—K:{‘(h‘Sv_)

Furthermore,

MX{)5y7+s,y<aoe-¢y S MXy<we—‘py ..<._ eER_EIXI.



70 2 Auxiliary Propositions

Having multiplied the extreme terms in the last two inequalities we establish
the second assertion of the lemma, thus completing the proof of the
lemma. O

3. Theorem. There exists a finite function N(d,K,) increasing with respect
K, and such that for all fe L, 1(Eg4 1)

I < K3 RE N (4

PRrOOF. Suppose that we have proved the theorem under the condition that

K, = K5 =1. In order to prove the theorem under the same assumption

in the general case, we use arguments which replace implicitly the application

of the self-scaling property of a Wiener process (see Exercise 3.5).
IfoeUA=WK,,K,,K;),let

1

\/— o-t’ \/7 b?:ch ?)

It is seen that o' € A = W(K,// K;,1,1). It is also seen that o' runs through

the entire set A(K,// K ,,1,1) when a runs through the entire set U(K ,K,,K 3).
Further, for f € &, 1(Ey4 ) let f'(t,x) = f(K3t,+/ K;x). We have

(Q(Z 0‘-1 Pa 1,Wt,¢/

U(KlaKZaKSJf,Sax)
= sup M® [ e™oFyx f(ype xi") de

ae

= YW ORYCD sup M7 [% 7o g (s + Kyp2 %, x + JKpxE0)dt

a'eW

a'eW

= KY®*rHKdetDh sup M fo e Ty f <*—*+ e, + x?"O)dt

X
JK;
— Ké/(p+1)Kg/(p+1)v< 11,f

K3 / >
Therefore, if we have proved our theorem for K, = K5 = 1, then

[0(K 1,K2.K3, £, )55, B
- K,KY 1S L)
J‘ f < K3 /K2

© K p+1l
= K2K /2 [v(—l,l,l,f’,s,x> dxds
oo [,
pt+t1

\/—>|lf|p+1,;z,m
L1

p+1

dx ds

KZK(3/2)de+ 1 <

=K Kde+1<

/K
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Therefore. it suffices to prove this theorem only for K, = K3 = 1. We use
in our proof in this case the expression

F(sx) = M= [7 e tye (i) de

representable as the “sum” of terms each of which incorporates the change
which occurs while the process (y*,x*) moves across the region associated
with the given term.

We assume without loss of generality that f > 0.

Let R be such that the volume of Sy is equal to unity. We denote by w(t,x)
the indicator of a set C, g. Let fi,, x,(t.x) = w(t; — t,x; — x)f(t,x). It is seen
that

163 = [7 [ femplt0)dx, dty,

o) = [ dey [dx, M= 2 e ofafy, (s xi™) de.

In order to estimate the last expectation for fixed t,, x,, we note that
Sits,xp(,X) can be nonzero only for 0 <t, —t <1, |x1 — x| < R. Hence, if
y* is the time of first entry of the process (¢, — y¥*x, — x*¥) into the set
C, g, then

M [0 € Y e (VX = M [ €7 Y (08, 357) di.
Furthermore, on the set {y* < oo}
0<t;—y¥<1l and R=>|x, —x3F| = x5
The last inequality in the preceding lemma implies the inequality y* > %%~

By Theorem 3.3 and the preceding lemma we obtain

o«
M [ €Y e (V255 e

© o«
= Maxu-lsy’f,y¢<uo x M* o« € (ptlpztzﬁtl,xl)(y{tl'sax‘tz’x)dtIgﬂ;’“
¥/

7

— o

< Nl“fitlxl)”r% 1,Eq+ xMaXM —1<y%%, yr<w€ Ty
g £ 1
< Nlllﬁtl,xx)||P+I,Ed+1 exp{'z-R - —ilx - x1| - z(tl -8 1)}:

where N, = N,(d,K,1) is the constant given in Theorem 3.3. Also, we note
that for t; < s the first expression in the above computations is equal to
zero since t; — y{* < t; — s < 0 and y* = co0. Hence

o0
I"(s,x) < N, f_w dt, fdx1||ﬁll,x1)|lp+ 1,Eas TS — £, X — Xy),

where 7(t,x) = exp[(¢/2)R — (¢/2)|x| + 3(t + 1)] for t <0, n(t,x)=0 for
t > 0. Therefore, since v = sup, I%,

o0
v(s,x) < N, ‘[—"0 f”ﬁ'hxl)”p+ 1,Eq+ 17[(5 =l X — Xy) dxl dtl'
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In the right side of the last expression there is a convolution (with respect
to (t;,%,)) of the two functions || fi, «)llp+1,£4,, and 7(ty,x,). It is a well-
known fact that the norm of the convolution in .#, does not exceed the
product of the norm of one function in %, and the norm of the other function
in #,. Using this fact, we conclude that

||U||P+1,Ed+1 <N, J._ww fn(t’x)dx dt”Hﬁtlyxl)”P*'l,EdHHP*'l.Ed+1

= N(d,K1)l:fjow fdtl dxl
X (f—mw fW(tl —t,xy — x)fp+1(t,x)dxdt>j|1/(p+1)

= N(d,K1)||f|[p+l,Ed+ 1t

To complete the proof of the theorem it remains only to show that the
last constant N(d,K,) can be regarded as an increasing function of K ;.
Let

N@,K,) = sup||o(K . LL| £ > Mo+ 1. Eau I F o 1. B o

where the upper bound is taken over all fe %, (E;y,)such that
| fllp+1,£5., > O. According to what has been proved above, N(d,K,) < 0.
In addition, the sets A i increase with respect to K 1 Hence v, N(d,K ,) increase
with respect to K. Finally, i ,5,x) and

I|U(K1’1’1’f"’.)|lp+l,Ed+1 < N(d’Kl)[|f|lP+1.Ed+1'
The theorem has been proved. O

We extend the assertions of Theorem 1 and 3 to the case where the func-
tion f(t,x) does not depend on t. However, we do not consider here the process
r,, as we did in the previous sections. Let

U(X) = v(g,x) = U(K15K25gsx)
= sup M [ e oHcnPn(det a) g (x) dr.
2 U(Ky,K2,0) 0
4. Theorem. (a) Let g € £ ,(E,); then v(x) is a continuous function,
|U(x)l < N(d’Kl’KZ)Hng,Ed'
(b) There exists a finite function N(d,K ) increasing with respect to K, and
such that for all g e £ (E,y)

K
160, Vs < Kz/w(d 1 )||g||,, "

JK,

This theorem can be proved in the same way as Theorems 1 and 3.
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We proceed now to consider the main results of the present section. Let
numbers K > 0, § > 0 be fixed, and let each point (t,x) € E;4, (x € E;) be
associated with some nonempty set B(t,x) (respectively, B(x)) consisting
of sets o of type (1). Let B be the union of all sets B(t,x), B(x). We assume that
a function c%(w) is bounded on B x [0 ) x | J,£* and that for all « € B,
ue[0,00),weQ, yekE, .

bl <K, woldl*<K, r=l,
|[o2]*y] = 9]yl.
It is useful to note that (2) can be rewritten as

@

(@y,y) = Z (a@)yy'y > 52|y|2

i,j=1

since (afy,y) = 3(0%(c2)*1.y) = 3|(a?)*y|>.

5. Theorem. (a) Let A > 1y, >0, let Q = E; ., let Q be an open set, and let

f € gp+ 1(Q)9
¢ = %% = inf{t > OZ(t + S, xgz,x) ¢ Q}’

= sup M° f e~ P T Hf(t + 5, X% dt.
a e B(s,x) )

)']lzl”p+1,Q < N(daK’5,10)||f||p+l,Q'
(b) Let L= 25>0,let D = Ed’ let D be an open set, and let g € & (D),
=1 = inf{t > 0:x{"* ¢ D},

Then

Z(x)= sup M° f: e T Hg(x®%) dt.

ae B(x)
Then
A]IZAHP,D =< N(d’K"S”lO)“g“p.D'

PrOOF. Since all eigenvalues of the matrix a? are greater than 5%, deta? >
252 From this, assuming that f = |fly,, & = ¢ + 4, §f = ¢f + At and
noting that & > A, we find

|2%(s,x)| < N(@)AU-PIC+D qup M f ~3¥(zm)p~ M@+ 1)

ae B(s,x)
x (73 det a2)!#* Df (yes,xe) dt.
It is seen that

1
7, and re <.

|b% ST 2 traf <

?i
| R

Therefore,

f” )N(é)l"’ pM(p+ 1)
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which implies, by Theorem 3, that

12+ 1,0 < NOPE ol 1, .,

< N(é)i‘le/(P"”1>N<d,\/§>”f”p+I,Ed+1’

thus proving assertion (a) of our theorem since

- K K
1 lssrens = [ le e K#O* <14 K, N(d, /T)SN(d, /})
0

Pfoceeding in the same way, we can prove assertion (b) with the aid of
Theorem 4. The theorem is proved. O

6. Theorem. (a) Suppose that Q is a region in E, , f(t,x) is a bounded Borel
function, f € £ ,.1(0), A >0,

=1 = inf{t > 0:(s + £, x7"*) ¢ Q},

2X(s,%) = Z*(f,s,%)

= sup M“[J‘ru e T M (s 4 £, XxPF)dE + e P TS (s 4 T, X :l
a e B(s,x) Y
Then, there exists a sequence A, — oo such that 2,z*(s,x) — f(s,x) (Q-a.s.).
(b) Suppose that D is a region in E;, g,(x) is a bounded Borel function,
ge Z4D), 2 >0,

%= 1%% = lnf{t = O:x‘tl’x ¢ D}’

2(x) = z*(g,x)

= sup M® |:J‘ota e T Hg(x2*) dt 4 e~ 9= ““gl(x‘:;")].

a e B(x)
Then, there exists a sequence A, — oo such that A,z*(x) — g(x)(D-a.s.).

7. Theorem. (a) We introduce another element in Theorem 6a. Suppose that
Q' is a bounded region Q' = Q' = Q. Then ]|Az* — f||,41,0 =0 as 1 — 0.
If fi =0, we can take Q' = Q.

(b) Suppose that in Theorem 6b D’ is a bounded region, D' = D' = D; then
1J4z* = g|lppr = 0 as A— co. If g, =0, we can take D' = D.

ProOOF OF THEOREMS 6 AND 7. It was noted in Section 2.1 that the property
of convergence with respect to an exterior norm implies the existence of a
subsequence convergent almost everywhere. Using this fact, we can easily
see that only Theorem 7 is to be proved.

Proor oF THEOREM 7a. First, let f; = 0. We take a sequence of functions
f"e C(Q) such that || /" — fl|,+1,0 — 0. It is seen that
'All(f,s,x) - f(s’x)[ < )“|Zl(fasax) - Zl(f",S,x)l
+ |Azl(fn,s,x) - f"(s,x)[ + lf"(s,x) - f(S,x)[,
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from which, noting that |z*(fs,x) — Z*(f",s,x)| < 2%(f — f"
in accord with Theorem 5a,

lim JP(fs,) = O ).
< NAKSD|f = flpero + Tm A" )

=S CMpr 10 + 17" = fllp 1.0

In the last inequality the left side does not depend on n; the first and third
terms in the right side can be made arbitrarily small by choosing an appro-
priate n. In order to make sure that the left side of the last inequality is equal
to zero, we need only to show that for each n

Aﬁfﬁ ]Ilzl(fnf:') - f"("-)“P‘*'le =0.

,5,X), we obtain,

In short, it suffices to prove assertion (a) for f; = 0 in the case f € CF(Q).
In conjunction with Ito’s formula applied to f(s + ¢, x**)I~**~* for each
o € B(s,x), t > 0 we have

f(s,x) = M“{Jzua e~ (s + 1 x2T) — L2 f(s + r,x2)] dr

©)
+ fls + tAT? x?if‘ta)e_“’?ﬂ“"“”a},

where

7 d . a .
Ly f(tx) = = flt.x) + Y (@) faultx) + Z,l (B f(tx) — 7 f(1.x).

i,j—1

Since af, b, ¢ are bounded, |L} f (t,x)| does not exceed the expression

il

Denoting the last expression by A(t,x), we note that h(z,x) is a bounded finite
function; in particular, he £, 1(0).

Using the Lebesgue bounded convergence theorem, we pass to the limit
in (3) as t —» oo. Thus we have

2 fe

+ -;1 | freres(t,%)] + .;1 | futX)| + | f(t,x)‘]

f(s,x) = AM* foﬂ e P (s 4+ txT¥)dt — M* f: e P ML (s + £, xP) dt,

which immediately yields

Az f,500 = flsx)| = | sup M= [ e THLES(s + txr®) de

a € B(s,x)

< sup M f “ et ML f(s 4 1, x2%)| di < 2 (h,5,%).
aeB(s,x) /0
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In short, we have
|22 f5,%) — f(s,x)| < 2*(h,s,%),
which, according to Theorem 5a yields
}Fn ]'}.Zl(f,‘,‘) - f('$.)“p+1,Q < }im ]|Zl(h9'>')”p+1,Q
1
S N||h”p+1,Q 1lm I == 0,
A= o0

thus proving Theorem 7a for f; = 0. In the general case

|22%(f.s,x) — f(s.x)| <4 sup ) MZe™ #5747 f(s + o, x2%)|

aeB(s,x

+

A sup M® f: e YT (s + 1, xP¥)dt — f(5,%)],

a € B(s,x)

where the exterior norm of the second term tends to zero; due to the bounded-
ness of f; the first term does not exceed the product of a constant and the
expression

Hs,x) = A sup Mo 477,
aeB(s,x)

Therefore, in order to complete proving Theorem 7a, it remains only to
show that ]|n*||,+; o — 0 as 4 — oo for any bounded region Q' lying
together with the closure in Q. To this end, it suffices in turn to prove that
7*(s,x) — 0 uniformly on Q'. In addition, each region Q' can be covered
with a finite number of cylinders of the type C, x(s,y) = {(t.x):|y — x| <R,
|t — 5| < r}, so that Cy, 5z(s,y) = Q. It is seen that we need only to prove
that n*(t,x) — 0 uniformly on any cylinder of this type.

We fix a cylinder C, g(s,y) such that C,, ,&(s,y) = Q. Let tk(x) = inf{t > 0:
|x — x*| > R}. Finally, we denote by u(4) the positive root of the equation
A — pK — p?K = 0. Also, we note that for (,x) € C, g(s,y) we have t"* >
r A Th(x). Hence

IM%e~ Ar®tx < iM%~ Ar AtRh{x) < de” Air + IM% ™ }.t“R(x).
Furthermore, by Lemma 3.23 the inequality
M% ™ *%&® < ch~! uR

holds true. Therefore, the function 7*(t,x) does not exceed ie * + A(ch
w(AHR)™! on C,k(s,y). Simple computations show that the last constant
tends to zeroas 4 — oo. Therefore, 7(t,x) tends uniformly to zero on C, g(s, ).
This completes the proof of Theorem 7a.

Theorem 7b can be proved in a similar way, which we suggest the reader
should do as an exercise. We have thus proved Theorems 6 and 7. O

3 In Lemma 3.2, one should take 7 = 0, ¢, = 1.
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8. Corollary. Let f € £, 1(Q), f = 0(Q-a.s.) and for all (s,x) € Q let
inf Me fo’“e*"’?f(s + £, x¢%) dt = 0. 4)

aeB(s,x)

Then f = 0(Q-a.s.).

In fact, by Theorem 2.4 the equality (4) still holds if we change f on the
set of measure zero. It is then seen that for A > 0

inf M* f TOET (s + £, xY)dt =

o € B(s,x)

Furthermore, for f; =0

H—f5x)= — inf M® f e PETHf(s + 1, x2%) dt.

aeB(s.x)

Therefore, z* =0 in Q and —f = lim,_, , 1,z*" = 0 (Q-a.s.).

5. Solutions of Stochastic Integral Equations
and Estimates of the Moments

In this section, we list some generalizations of the kind we need of well-
known results on existence and uniqueness of solutions of stochastic equa-
tions. Also, we present estimates of the moments of the above solutions. The
moments of these solutions are estimated when the condition for the growth
. of coefficients to be linear is satisfied. The theorem on existence and uni-
queness is proved for the case where the coefficients satisfy the Lipschitz
condition (condition (£)).

We fix two constants, T > 0, K > 0. Also, we adopt the following notation:
(W, ) is a di-dimensional Wiener process; x, y denote points of Ey; oy,
o,(x), ,(x) are random matrices of dimension d x d,; b(x), b,(x), &, &, are
. random d-dimensional vectors; r,, h, are nonnegative numbers. We assume
all the processes to be given for t € [0,T ], x € E, and progressively measurable
with respect to {#,}. If for all t € [0,T], w, x, y

||6r(x) - az(y)ll < le -y lbt(x) - bt(y)l < K2|x - yl,
we say that the condition (%) is satisfied. If for all t € [0,T], w, x
o2 < 22 + 2K2x]?,  |b(x)] < b + K],

we say that the condition (R) is satisfied.

Note that we do not impose the condition (%) and the condition (R) on
&,(x), b,(x). Furthermore, it is useful to have in mind that if the condition (&)
is satisfied, the condition (R) will be satisfied for r, = ||o(0)||, h, = |b,(0)]
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(with the same constant K) since, for example, |jo(x)||> < 2||o/0)||* +
2|jo,(x) — .£0)||*.
As usual, by a solution of the stochastic equation

5= &+ [) o) dw, + [ bi(x)ds (1)

we mean a progressively measuable (with respect to {,}), process x, for
which the right side of (1) is defined* and, in addition, x,(w) coincides with
the right side of (1) for some set Q' of measure one for all t € [0,T], w € Q.

1. Lemma. Let x, be a solution of Eq. (1) for & = 0. Then forq > 1
d‘xt|2q = [2‘1|xt|2q_2xtbz(xz) + qlxt|2q_2||at(xt)||2
+ 2q(q — D|x|** Hok(x)x,|*] dt
+ ZQIxtlzq_thO't(xt) dw, < ‘let|2q_2(2|xt| Ibt(xt)l
+ (2q — 1)||odx)||Ddt + 2g]x,]** " 2x,0,(x,)dw,.

We prove this lemma by applying Ito’s formula to the twice continuously
differentiable function |x|*? and using the inequalities
xb, < |xt' |bt|’ |0'i*(xt)xz|2 < ”Ut(xt)“2|xtlz-

2. Lemma. Let the condition (R) be satisfied and let x, be a solution of Eq. (1)
Jor &, =0. Then, forallg = 1,e > 0,t e [0,T]

1 S, -5
wpywmsgﬁaﬂuMmqwk+Qam—nﬁd“qMﬁﬂwa,@)

where A = 4gK? + ¢ = A, . If the condition (%) is satisfied, one can take in
(2) hy = [bJ0)], s = [loO)|

ProoOF. We fix g > 1, ¢ > 0, 1y € [0,T]. Also, denote by (t) the right side
of (2). We prove (2) for t = t,. We can obviously assume that y(t,) < . We
make one more assumption which we will drop at the end of the proof.
Assume that x,(w) is 2 bounded function of w, t.

Using the preceding lemma and the condition (R), we obtain

d|x* < [4¢°K?|x,|** + 2q|x|** " h,
+ 29(2q — 1)|x,[*2~*r2] dt + 2q|x,]** " *x,6,(x,) dWw,.

Next, we integrate the last inequality over ¢. In addition, we take the
expectation from the both sides of this inequality. In this case, the expectation
of the stochastic integral disappears because, due to the boundedness of

# Recall that the stochastic integral in (1) is defined and continuous in ¢ for t < T if

[Tl ds < o (as)
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x,(w), finiteness of Y(t,), and, in addition, Holder’s inequality,
t - t '
M [07 B 4orCex? de < NM [ o)) de
t 1 -
< NM f0° |x|>dt + N fo° Mo~ IMy2 dy
<N+N f(;o eMoT I Mr2a] e dt < 0.

Furthermore, we use the following inequalities:
M|x,|2q" 1h, < (Mixtlhz)l -(1/2“)(Mh,2“)1/2“'
= (M2 2[(Mfx29)! = (MhZeye] 2

B 1 -
< 5 Mlxlth + _ﬁ(M|xt|24)1 (I/q)(Mhth)llq’

M4~ 212 < (M P2)t =00 r2a)

Also, let
m() = Mpxfe,  go=TMB)M 4 2(2q — DM
In accord with what has been said above for t < t,,

m(t) < f; [Agm(s) + ggm* =9 (s)] ds. 3)

Further, we apply a well-known method of transforming such inequalities.
Let 6 > 0. We introduce an operator F; on nonnegative functions of one
variable, on [0,t, ], by defining

Fuu() = f; [Aqu(s) + gu' ~Y9(s)]ds + 5,  te[Oto].

It is easily seen that F; is a monotone operator, i.c., if 0 < u'(f) < u?(¢) for
all ¢, then 0 < Fu*(t) < Fyu?(¢) for all t. Furthermore, if all the nonnegative
functions u#} are bounded and if they converge for each t, then lim,_,
Fsu,(t) = F5 lim,_, ., u,(t). Finally, for the function v(f) = Ne** for all suffi-
ciently large N and é < 1 we have F;(t) < o(t) if t € [0,t0]. In fact,

Fso(t) < N(e* — 1) + N1~ (agie f(; gee *ds + 6 < NeM'..

for 0
N~ Vapigto fo gse—lsds+5N-l <1.

It follows from (3) and the aforementioned properties, with N such that
m(t) < v(t), that m(t) < Fym(t) < --- < Fym(t) < v(t). Therefore, the limit
lim,, , Fim(t) exists. If we denote this limit by vs(2), then m(t) < v,4(¢). Taking
the limit in the equality F}*im(t) = F4(Fim)(t), we conclude that v; = Fyu;.
Therefore, for each 6 € (0,1) the function m(t) does not exceed some non-
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negative solution of the equation

0o) = [ [Aquals) + g0} ~2(s)] ds + 5.

We solve the last given equation, from which it follows that v,(t) > 4,
v5(0) = 4, and
vy(t) = Aqus(t) + gv; (1), )

Equation (4), after we have multiplied it by 1§/ ~* (which is possible due
to the inequality v; > ) becomes a linear equation with respect to v}/
Having solved this equation, we find v3/4() = 67 + Y (o).

Therefore, m(t) < (617 + (t))? for all t € [0,t,], 6 € (0,1). We have proved
the lemma for the bounded x,(w) as 6 — 0.

In order to prove the lemma in the general case, we denote by 15 the first
exit time of x, from Sg. Then x, , . (w) is the bounded function of (w,t), and,
as is easily seen,

t 3
Sentn = [ To<enOsionca) W+ [ Zocenbs¥sneg)ds.

Therefore the process x,,., satisfies the same equation as the process x,
does; however, o(x), b,(x) are to be replaced by y,<,,05(X), Xs<Ps(X), rE-
spectively. In accord with what has been proved above, M|x, , ..|*? < [¥()]%
It remains only to allow R — o0, to use Fatou’s lemma, and in addition, to
take advantage of the fact that due to the continuity of x, the time 7z — o0
as R — co. We have thus proved our lemma. O

3. Corollary. Let [ ||o||* ds < co with probability 1, and let © be a Markov
time with respect to {F,}. Then, for all ¢ > 1

TAL 24 t q
M fO ogdws < 2%2q — 1)‘1{_{0 [MIIUSIIqus<r]1/q ds}

< 29(2g — 1)~ 1M f“’

o llod|*ds.

In fact, we have obtained the second inequality using Holder’s equality.
The first inequality follows from the lemma, if we take o,(x) = o.)(s<.»
by(x) = 0, write the assertion of the lemma with arbitrary K, ¢, and, finally,
assume that K | 0,¢ | O.

4. Exercise

In the proof of the lemma, show that the factor 2 in Corollary 3 can be replaced by unity.

5. Corollary. Let the condition () be satisfied, let x, be a solution of Eq. (1),
and let X, be a solution of the equation

=8+ [ a)aw, + [ b(x)ds.
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Then, forallqg > 1,te [0,T]
Mlx, — %[> < 4M¢, — E| + N(g,K)* ™M f; eI, — E P ds
+ N@i M [ e 9{[b, (%) — b

+ ”0'3(5(1”8) - a.'s(j.és)llmjl} dS,
where u = 4¢°K? + q.

PRrROOF. Let y, = (x, — X,) — (&, — &,). Then, as is easily seen,
W= f; [O's(ys + gs + és - Es) - &s(gs)] dws + f(: [bs(ys + xs + és - Es) - Es(is)] dS,
in this case

[Us(x + _?C's + és - Es} - as(-)?s):la [bs(x + gs +'és - Es) - Es(gs)]

satisfy the condition (%). From this, according to the lemma applied to the
process y,, we have

(Mlyt|2q)1/q < f(: e(l/q)ﬂ(l—.S)[M’bs(fs + €s - Es) - Es(gs)|2q]1/q ds

+ 2(2q - l)jz e(llq)“(t—S)[Muas(gs + és - gs) - as(gs)HZq]l/q ds.

We raise both sides of the last inequality to the g'* power. We use Holder’s
inequality as well as the fact that

]bs(gs + és - Es) - Bs(xs)l < lbs(%s + és - Zs) - bs(i—s)l + |bs(5€s) - Es(gs”
< Kzlés - ésl + Ibs(gs) - bs(i’s)la
(a+byr <207 a* + bY,
which yields
M|yt|2q <2 la-iy f; et I[20 -1 KHE gs|24

+ 2271 by (%) — By(%)|™ + 24(2q — 12247 K¢, - &
+ 29(2q — 1)2%4 '1||os(5c's) - 65(568)“2“] ds.

It remains to note that |x, — % < |y| + |& — B x — % <2207yl +

224~ 1|¢, — £|%, thus proving Corollary 5.

6. Corollary. Let the condition (R) be satisfied, and let x, be a solution of (1).
Then there exists a constant N = N(q,K) such that for all ¢ > 1, t € [0,T]

Mlxtlzq = NM'{['Zq + Nt*™'™M f;[lé.;'zq + hsz'l + rslq]eN(t—s) ds.

In fact, the process y, = x, — £, satisfies the equation

dy, = o(y, + &)dw, + b(y, + &) dt, Yo =0,
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the coefficients of this equation satisfying the condition (R), however with
different h,, r,, K. For example,

llox + EJII> < 2r2 + 2K?||x + &||* < 217 + 4KP|E)* + 4K?|x|.

Therefore, using this lemma we can estimate M|y|*%. Having done this, we
need to use the fact that |x,|*? < 2227 1|y| + 22471|&.
In our previous assertions we assumed that a solution of Eq. (1) existed
.and we also wrote the inequalities which may sometimes take the form
oo < oo. Further, it is convenient to prove one of the versions of the classical
Ito theorem on the existence of a solution of a stochastic equation. Since
the proofs of these theorems are well known, we shall dwell here only on
the most essential points.

7. Theorem. Let the condition (&) be satisfied and let
T
M [T TIER + B2 + lo@)2] dt < co.

Then for t < T Eq. (1) has a solution such that M [ |x,|* dt < co. If x,, y, are
two solutions of (1), then P {sup, (o, X, — ¥ > 0} = 0.

ProoF. Due to Corollary 5, M|x, — y,|> = 0 for each ¢. Furthermore, the
process x, — y, can be represented as the sum of stochastic integrals and
ordinary integrals. Hence the process x, — y, is continuous almost surely. The
equality x, = y, (a.s.) for each t implies that x, = y, for all ¢ (a.s.), thus proving
the last assertion of the theorem.

For proving the first assertion of the theorem we apply, as is usually done
in similar cases, the method of successive approximation. We define the
operator I using the formula

Ix = [ o(x) dw, + [} byx)ds. )

This operator is defined on those processes x, for which the right side of (5)

makes sense, and, furthermore, this operator maps these processes into

processes Ix, whose values can be found with the aid of the formula (5).
Denote by V a space of progressively measurable processes x, with values

in E; such that
T 1/2
llx| = (M [ |x,|2dt> < .

It can easily be shown that the operator I maps V into V. In addition,
it can easily be deduced from the condition (.#) that

M|Ix, — Iy|* < aM J;: X — yi|* ds, (6)

where « = 2K*(1 + TK?).
Let xX =0, x"*V = &, + Ix™ (n = 0,1,2, . . .). It follows from (6) that

M|x§n+1) _ xgn)lz < oM f; ng”) - x§"‘”|2 ds.
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Iterating the last inequality, we find
n,n
e o

Since a series of the numbers (Ta)"?(n!)~"? converges, it follows from (7)
that a series of functions x"*") — x™ converges in V. In other words, the
functions x{"*! converge in ¥, and furthermore, there exists a process
%, € V such that ||x{” — %,|| - Oas n - 0.

Further, integrating (6), we obtain

Hx, = Iy < aT||x, — ydl|- - (8)

In particular, the operator I is continuous in V. Passing to the limit in
the equality ||x{"*" — (& + Ix{)|| = 0, we conclude ||%, — (£ + I%)|| =0,
from which and also from (8) it follows that IX, = I(¢ + IX), for almost all
t, w. However, the both sides of this equality are continuous with respect to
t for almost all w. Hence they coincide for all ¢ at once almost surely. Finally,
taking x, = &, + IX,, we have x, = &, + I(¢ + IX), = &, + Ix, for all ¢t almost
surely. Therefore, x, is a solution of the primary equation, (1), thus com-
pleting the proof of the theorem. ]

8. Exercise

Noting that ¢,(x) = [o,(x) — 6,(0)] + 0,(0), prove that the assertions of the theorem
still hold if M (7 |n,|* dt < oo, where

fe=&+ [ o 0dw, + [ b,0)ds.
We continue estimating the moments of solutions of a stochastic equation.

9. Theorem. Suppose the condition (&) is satisfied, x, is a solution of Eq. (1),
and X, is a solution of the equation

~ z t L~ T~

f=F+ [ o) aw + [)b(z)ds.
Then, if the process &, — &, is separable, the process x, — %, is also separable,
and forallg > 1,t e [0,T] .

M sup |x, — %|*? < Ne™M sup |&, — &|*

s<t s<t
+ Nt?~ 1€N‘M J.(: [Ibs(xs) - Es(zs)lzq + ”O-s(xs) - &S(X-S)HZq] dS,
where N = N(g,K).

PROOF. It is seen that x, — X, is the sum of &, — &, stochastic integrals and
Lebesque integrals. Both types of integrals are continuous with respect to t.
Hence, the separability property of &, — &, implies that x, — X, is separable,
and in particular, the quantity sup,,|x, — X,| is measurable with respect to w.
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As was done in proving Corollary 5, the assertion of the theorem in the
general case can easily be deduced from that in the case where ¢, = ¢, =
=0, ,(x) = 0, b(x) = 0. It is required to prove in the latter case that

M sup|x,*s < Nt~ 1e¥M [ [[b,(0)]* + ||o(O)]] ds. ©)

s<t
Reasoning in the same way as in proving Lemma 2, we convince ourselves
that it is possible to consider only the case with bounded functions x,(w)
and to assume, in addition, that the right side of (9) is finite.
First, we prove that the process

= |x[e*” + ﬁ: e***|b(0)| ds

is a submartingale. We fix ¢ > 0 and introduce an auxiliary function of the
real variable r using the formula ¢(r) = \/r* + ¢%. Note that ¢(|x|) is a
smooth function on E;. In conjunction with 1to’s formula,

2 2, A X)X
d[¢(|x|>eK']—eK'{K2 (i + s 2
1io¥(x,)x 11
+ o"(|x |) lt|—:|2i+¢’/(xt|)2mx

xto't

(e oo

* 2
[Hot(xr)ilz ot |(; 'l)zx" i|} dt + eXg/(

Let us integrate the last expression over ¢ from s, up to s, > s,, and also,
let us take the conditional expectation under the condition &, . In this case,
the expectation of the stochastic integral disappears (see Proof of Lemma 2).
In addition, we use the fact that since

b (x)x, = — |bt(xt)| 1xt| = “K2|xt|2 - |bt(0)| |xtls 0<o(n=<1, Irl < o(r),
then

bt t/vE
Ko(fx]) + o) 1 = - o).

Furthermore, ¢" > 0, |x,|*||o.(x/)||> > |a, (x,)x,|*. Therefore,

M{p(l e 2,} = ol |>eKZ“>M{f“ b, (0 !dtl%}-

from which, letting ¢ go to zero, we obtain, using the theorem on bounded
convergence, M{n,, | #;,} > #,,. Therefore 7, is a submartingale.
From well-known inequalities for submartingales (see Appendix 2) as
well as Holder’s inequality we have
M sup |x,|*? < M sup 729 < 4Mn24

s<t s<t

<4227 1M x| 4 4 227 LPakgam I [ 1 (0)24
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It remains only to use Lemma 2 or Corollary 6 for estimating M|x,|4,
and, furthermore, to note that t%¢* < N(a,b)e*” fora > 0,b > 0, t > 0. The
theorem is proved. O

10. Corollary. Let the condition (R) be satisfied, and let x, be a solution of
Eq. (1). Then there exists a constant N(q,K) such that for all g > 1, t € [0,T]

M sup |x, — &J* < N2~ 1eMM f(: [|E|* + h2e + r2] ds.

s<t

If &, is a separable process, then

M sup |xsl2" < NM sup |é,|2q + Nt1~ MM f(: [|fs|2q + h24 + r24] ds.
s<t s<t

First, we note that the second inequality follows readily from the first
expression. In order to prove the first inequality, we introduce the process
¥, = x, — &,. It is seen that dy, = o,(y, + &)dw, + b(y, + £)dt, yo=10. In
estimating y, it suffices, as was done in proving Lemma 2, to consider only
the case where y,(w) is a bounded function. Similarly to what we did in
proving our theorem above, we use here the inequality b,(y, + &)y, =
—K2|y,|* — (K?|&| + )|y, thus obtaining that the process

e = |yde + [} eK2E] + h) ds

is a submartingale.
From the above, using the inequalities for submartingales as well as
Holder’s inequality, we find

M sup |y|* < M sup #2? < 4Mn24

s<t s<t

< NeMM|y + NeMr?a~ 1M f;q:yq + h29)ds.

For estimating M|y,|?%, it remains to apply Lemma 2, noting that o,(x + &),
b(x + &) satisfy the condition (R) in which we replace r2, h,, K by r? +
2K2|E |2, b, + K2, 2K, respectively.

11. Corollary. Let J:Hosnzds < oo (a.s.). Then forallq > 1

J: adw,

This corollary as well as Corollary 10 can be proved by arguments similar
to those used to prove the theorem. Taking a,(x) = o, by(x) = 0, we have the
process x, = {, 6,dw,. The proof of the theorem for K = 0 shows that |x,| is a
submartingale. Hence M sup,., |x,|* < 4M|x,|*%, which can be estimated
with the aid of Corollary 3.

2 g+2 1y 1 t 2q
M sup < 29%22q — 1Y IM 0||as|| ds.

s<t
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12. Corollary. Let there exist a constant K, such that |jo(x)|| + |[b(x)| <
Ky (1 + |x]) for all t, w, x. Let x, be a solution of Eq. (1) for & = x,, where x,
is a fixed point on E,. There exists a constant N(q,K ;) such that for all g > 0,
te[0,T]
M sup |x; — xo|? < Nt¥2eM(1 + |x,|)s,
s<t

M sup |x,9 < NeM(1 + |xo|)%
s<t

In fact, for g > 2 these estimates are particular cases of the estimates given
in Corollary 10. To prove these inequalities for g € [0,2] we need only to take
N1 = SUP, < |xs — Xo|(1 + |[Xo) 71, 72 = sup,<|x,|(1 + |xo)) ™' and, further-
more, use the fact that in conjunction with Holder’s inequality, Mn,|? <
(M)

13. Remark. The sequential dpproximations x! defined in proving Theorem 7
have the property that
lim M sup|xf — x,|* =0,

n-+ oo t<T
where x, is a solution of Eq. (1). Indeed,
x;l+1 = + Ix], x, =& + IX,, x;l+1 -x, = Ixj — I%,,

from which, using Corollary 11 and the Cauchy inequality, we obtain

2
M sup [x{ ** — x,|* < 2M sup U(: [0,(x7) — 04(%,)] dw,
t<T

t<T

2
+ 2M sup
t<T

Jo b — bu(x9] ds

< NM [lo.0) = on(R]P ds
+ M foT |by(x1) — by(%)|2ds < NM fOT It — %, ds.

As was seen in the proof of Theorem 7, the expression given above terds
to zero as n — 0.

6. Existence of a Solution of a Stochastic
Equation with Measurable Coefficients

In this section, using the estimates obtained in Sections 2.2-2.5 we prove
that in a wide class of cases there exists a probability space and a Wiener
process on this space such that a stochastic equation having measurable
coeflicients as well as this Wiener process is solvable. In other words, ac-
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acording to conventional terminology, we construct here “weak” solutions
of a stochastic equation. The main difference between “weak” solutions and
usual (“strong”) solutions consists in the fact that the latter can be con-
structed on any a priori given probability space on the basis of any given
Wiener process.

Let o(t,x) be a matrix of dimension d x d, and let b(t,x) be a d-dimensional
vector. We assume that o(t,x), b(t,x) are given for t > 0, x € E,, and, in
addition, are bounded and Borel measurable with respect to (z,x). Also, let
the matrix o(t,x) be positive definite, and, moreover, let

(a(t,x)A,2) = S|AJ?

for some constant 6 > 0 for all (,x), A € E,.

1. Theorem. Let x € E;. There exists a probability space, a Wiener process
(w,,%,) on this space, and a continuous process x, which is progressively mea-
surable with respect to {%,}, such that almost surely for all t > 0

X, =X+ J‘(: o(s,x,) dw, + J;; b(s,x,) ds.
For proving our theorem we need two assertions due to A. V. Skorokhod.

2. Lemma’ Suppose that d,-dimensional random processes & (t >0, n= 0,
1,2,...) are defined on some probability space. Assume that for each T >0,
e>0
lim sup sup P{|&| > ¢} =0,
t1<T

c> oo n

limsup sup P{|& —¢&|>¢e}=0.
hlO n t1,02<T
lti—12[<h

Then, one can choose a sequence of numbers n’, a probability space, and
random processes &,, & defined on this probability space such that all finite-
dimensional distributions of & coincide with the pertinent finite-dimensional
distributions of & and P{|&" —&|>¢} »0asn — oo forall ¢>0,t> 0.
3. Lemma.® Suppose the assumptions of Lemma 2 are satisfied. Also, suppose
that d,-dimensional Wiener processes (W;,#7¢) are defined on the aforegoing
probability space. Assume that the functions £w) are bounded on [0,00) x Q
uniformly in n and that the stochastic integrals I} = {, & dw} are defined.
Finally, let &* — £°, w” — w? in probability as n — oo for each s > 0. Then
I? - I? as n — oo in probability for each t > 0.

4. Proof of Theorem 1. We smooth out o, b using the convolution. Let
o,(t,x) = a®(t,x), b,(t,x) = b(t,x) (see Section 2.1), where ¢, — Oasn — oo,

% See [70, Chapter 1, §6].
© See [70, Chapter 2, §6].
7 In computing the convolution we assume that ¢%(t, x) = 36, b(z, x) = 0 for t < 0.
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&, # 0. It 1s clear that o,, b, are bounded, ¢, — o, b, » b (a.s.) as n — o0,
"
(0,4,4) = (aA,4) > 5|4

foral le Ej,;n>1.Letoy, = a, by = b.

We take some d-dimensional Wiener process (w,,%,). Furthermore, we
consider for n=1, 2, ... solutions of the following stochastic equations:
dx} = o,(t,x})dw, + b,(tx})dt, t > 0, x§ = x. Note that the derivatives ¢", b"
are bounded for each n. Hence the functions of ¢", b" satisfy the Lipschitz
condition and the solutions of the aforegoing equations in fact exist.

According to Corollary 5.12, for each T

sup M sup |x7] < co.
n t<T

Using Chebyshev’s inequality we then obtain

lim sup sup P{|x}| > ¢} = 0.
T .

¢ n t<

Further, for t, > t,
X —x'=(%¢ (5,x5) dwg + “p (s,x3) ds
ts ty f n\sts s g mOs s

from which, according to Corollary 5.3% for t, — t; < 1 we have

4

2
Mlxi, — X [* < N { [ [Mllos.xm]j12 ds} + NM| [ b5, ds

< N(t; — t)* + N(t; — t,)* < N(t, — 1,)%,
where the constants N depend only on the upper bounds ||s]|, [b|, and do
not depend on #n. In conjunction with Chebyshev’s inequality

limsup sup P{[x}, —x}|>¢}=0. (1)
BlO n  |ti—~ta]<h

Using Lemma 2 we conclude that there exists a sequence of numbers #’,
a probability space, and random processes (X7 ;W) on this probability
space such that the finite-dimensional distributions of (¥¥,#") coincide with
the corresponding finite-dimensional distributions of the processes (x" ;w,),
and for all ¢ > 0 the limit, say (X°;#%?), exists in probability of the sequence
(X7;W") as n’ — oo. For brevity of notation we assume that the sequence
{n'} coincides with {1,2,3,.. .}.

The processes (X;;W;) can be regarded as separable processes for all
n > 0. Since M|Z}, — X7,|* = M|x], — x7.|* < N|t, — t;> for n > 0, |t, — t;| <
1 (by Fatou’s lemma), the relationship between the extreme terms of this
inequality holds for n = 0 as well. Then, by Kolmogorov’s theorem %] is a
continuous process for all n > 0. W}, being separable Wiener processes,

are continuous as well.

8 In Corollary 5.3 we need take © = 00, t = ty, 0, = 0 p(S. X2)Xx>1,-
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Further, we fix some T > 0. The processes (x};w,) are measurable with
respect to % for t < T'; the increments w; after an instant of time T do not
depend on %;. Therefore, the processes (x{;w,) (¢t < T)) do not depend on
the increments w, after the instant of time T. Due to the coincidence of
finite-dimensional distributions, the processes (X7;W;) (¢t < T) do not de-
pend on the increments W? after the time T for n > 1. This property ob-
viously holds true for a limiting process as well, i.e., it holds for n = 0. This
readily implies that for n > 0 the processes W; are Wiener processes with
respect to o-algebras of #, defined as the completion of ¢ {X5,W;:s < t}.
Furthermore, for n > 0 and each s < ¢ the variable X7 is #™-measurable.
Since X7 is continuous with respect to s, X; is a progressively measurable
process with respect to {#"}. These arguments show that the stochastic
integrals given below make sense:

Let x,(a) = 27 ™[2"a], where [a] is the largest integer < a. Since o(t,X7)
for n > 1 are bounded functions of (w,t), continuous with respect to ¢, and
since k,(t) — t as m — oo, then

lim M fo"nan(t,x;') — O en(F )|Pdt = 0

for n > 1 for each T > 0. Hence for each t > 0
t =n\ J&n : 4 n oon
f() a,,(s,xs) dws = lmljg f() o-n(K:m(s)’xx,,.(s) dws

=Llim. Y 0,(k27" Xk ) (Wit 1)2-m — Wip-m).

m—=o0 k2-m<t

Writing similar relations for {{, o,(s,x7) dw,, {4 b.(s.%%) ds, [}, b,(s,x) ds, and
using the fact that the familiar finite-dimensional distributions coincide, we
can easily prove that foralln > 1, >0
2

M = 0.

%= x— [L odsgaw — [ b(s.2ds

In other words,
%= x + f " G, X) AW + f . b ds (2)

for each ¢ > 0 almost surely. We have thus completed the first stage of
proving Theorem 1. If we had so far the processes x;, the convergence
property of which we knew nothing about, we have now the convergent
processes X;. However, in contrast to x}, the processes X} satisfy an equation
containing a Wiener process which changes as n changes.

We take the limit in (2) as n — co. For each n, > 1, we have

[y odsmam = [ o mam + [ [0, o le@dm ()

where g,,(s,x,) satisfies the Lipschitz condition with respect to (s,x). Hence
|nolt2:%8) — Ot Z0)I| < N(|tz — 15| + |%, — %))
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In addition, by virtue of (1)

limsup sup P{|lo,g(t2.50,) — a0t %0)|| > €} = 0.
B0 n la-ti|<h

From this it follows, according to Lemma 3, that the first term in (3)
tends in probability to [§ 0,,(s,%0)dW?. Therefore, applying Chebyshev’s
inequality, we obtain

> g}

) 4 ony Jan ' =~ &
lim P{UO 08, 5) AW — fo oo(5,%0) dW?
< Tim P{' [ oulszmyawe — [ 0, (s %0 aw?

n—>w
n—wo

.
3
Tirr 4 =n on &N €

+ Iim P{' fo [6,(5.57) — 6,(s,%7)] dW2| > 5}

&
P Z

9| —— on o
<5 [jirgo M Jz llon — 6.4][(s, %) ds + M JZ 6wy — 00l|*(s,X2) ds:|.

{1 [00(5,%0) = ool %)) 42

We estimate the last expression. It is seen that
4 on . to-s on X -5 ~n
M fo | £(5,%7)] ds < e'M fo ™| fls,%m)| ds < €M fo ™| f(s,%")| ds.
Therefore, by Theorem 3.4°

M [ s8] ds < M| s s, 1.

for n > 1, where N does not depend on n. For n = 0 the last inequality as
well holds, which fact we can can easily prove for continuous f taking
the limit as n — oo and using Fatou’s lemma. Furthermore, we can prove it
for all Borel f applying the results obtained in [54, Chapter 1, §2]. Let
w(t,x) be a continuous function equal to zero for t* + |x|* > 1 and such that
w(0,0) = 1,0 < w(t,x) < 1. Then, for R >0

<0
< fi[ 1w %) |

+ N”“O’O - Uﬂollznd“' 1,Cr,r’

® It should be noted that 3(o,0%1) = 3|a%4|* > $6%|4)* since 6]AJ* < (0,4,4) = (4,0%A) < |A]|o¥A].
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Estimating M [} ||o,,, — 60||*(r.%}) dr in similar fashion, we find

— T S
: ZN{M fo[l—w(R R>]ds+|||[ao a,,(,nz”m,cR,R}

for each ny, > 0, R > 0. Finally, we note that the last expression tends to
zero if we assume first that n, — oo, and next, that R — oo. Therefore,

t 't
Jo oszdws > [ oofs%0)awe

in probability. We have a similar situation for the second integral in (2).
Therefore it follows from (2) that

-—x+f oo(s,%0) dw? +f bo(s,%%) ds

n— oo

lim P{'f A(5,X7) AW ~f 6o(5,X0) dW?

for each t > 0 almost surely. It remains only to note that each side of the
last equality is continuous with respect to t; hence both sides coincide on
a set of complete probability. We have thus proved Theorem 1. O

7. Some Properties of a Random Process
Depending on a Parameter

In investigating the smoothness property of a payoff function in optimal
control problems it is convenient to use theorems on differentiability in the
mean of random variables over some parameter. It turns out frequently that
the random variable in question, say J(p), depends on a parameter p in a
complicated manner. For example, J(p) can be given as a functional of
trajectories of some process x? which depends on p. In this section we prove
the assertions about differentiability in the mean of such or other functionals
of the process.

Three constants T, K, m > 0 will be fixed throughout the entire section.

1. Definition. Let a real random process x,(w) be defined for ¢t € [0,T]. We
write x, € & if the process x,(w) is measurable with respect to (w,t) and for
allg>1

M fOT x|?dt < o0.
We write x, € ZB if x, is a separable process and for all g > 1

M sup |x,|? < co.
t<T

The convergence property in the sets ., #B can be defined in a natural
way.
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2. Definition. Let x?, x/,...,x!, ... L(¥B). We say that the #-limit
(&B-limit) of the process x' equals x°, and we write #-lim,_, X/ =

xNZB-lim,_, , x" = x0)ifforall g > 1

lim M fOT |xF — x2%dt =0 <lim M sup|x} — x?|* = 0).

n— o n—+oo t<T

Having introduced the notions of the #-limit (¥ B-limit), it is clear what
is meant by #-continuity (& B-continuity) of the process x? with respect to
the parameter p at a point p,,.

3. Definition. Suppose that p, € Eg, unit vector [ € E,, y, € Z(ZB). Further,
suppose that for each p from some neighborhood of the point p, a process
xP e L(¥B) is given. We say that y, is an .#-derivative (& B-derivative) of
x? at the point p, along the [ direction, and also, we write

J ¢
W= g'axﬂlﬁpu <yt = .3’3—5 xﬂp:po)’

if

Y, = L-lim ! (xpotrt — xPo) Y, = ZB-lim ! (xpotr — xPo)

reo0F ot

We say that the process x? is once .#-differentiable (% B-differentiable)
at the point p, if this process x? has #-derivatives (& B-derivatives) at the
point p, along all [ directions. The process x? is said to be i times (i > 2)
ZL-differentiable (¥ B-differentiable) at the point p, if this process x? is once
#-differentiable (& B-differentiable) in some neighborhood!® of the point
Po and, in addition, each (first) #-derivative (£ B-derivative) of this process
xP is i — 1 times #-differentiable (% B-differentiable) at thie point p,.

Definitions 1-3 have been given for numerical processes x, only. They
can be extended to vector processes and matrix procésses x, in the obvious
way.

Further, as is commonly done in conventional analysis, we write y? =
L-0/al)xF if yro = L~0/01)xf|,- p, for all p, considered, £-(0/01; 0l,)xF =
FL-0/ol)[ LA0/0l)xP], etc. We say that xP is i times #-continuously
Z-differentiable if all #-derivatives of x? up to order i inclusive are #-
continuous. We shall not dwell in future on the explanation of such obvious
facts.

We shall apply Definitions 1-3 to random variables as well as random
processes, the former being regarded as time independent processes.

In order to grow familiar with the given definitions, we note a few simple
properties these definitions imply. It is obvious that the notion of #-
continuity is equivalent to that of #B-continuity for random variables.
Furthermore, [Mx? — Mx?°| < M|x? — x?°|. Hence the expectation of an %-

19 That is, at each point of this neighborhood.
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continuous random variable is continuous. Since

1(Mx"°+" — Mx?%) — My
;

cnllimn |
the derivative of Mx? along the [ direction at a point p, is equal to the
expectation of the #-derivative of x? if the latter exists. Therefore, the sign
of the first derivative is interchangeable with the sign of the expectation.
Combining the properties listed in an appropriate way, we deduce that
(0/01)MxP? exists and it is continuous at the point p, if the variable x? is
Z-continuously #-differentiable at the point p, along the [ direction. A
similar situation is observed for derivatives of higher orders.
Sincefort < T

M|x? — x2°|2 < M sup |x? — xPo|4,
t<T

x? is an #-continuous variable if 7(w) < T for all w, x? is an % B-continuous
process, and x? is a measurable function of w. A similar inequality shows
that for the same

P P
- P: . xP
oz X <$B = x,> )

t=1

if x? has an . B-derivative along the [ direction, and if x? and the right side
of (1) are measurable functions of w. These arguments allow us to derive
the properties of #-continuity and Z-differentiability of the random
variable x? from the properties of #B-continuity and .#B-differentiability
of the process x?. Furthermore, (1) shows that the order of the substitution
of t for 7 and the order of the computation of derivatives are interchangeable.

Suppose that the process xf is continuous with respect to t and is .#B-
continuous with respect to p at a point p,. Also, suppose that 7 (p) are random
functions with values in [0,7], continuous in probability at the point p,.
We assert that in this case x£,, X% ,) are Z-continuous at the point p,. In fact,
the difference |x23, — x2¢,,|* — 0 in probability as p — p, and in addition,
this difference is bounded by the summable quantity 2¢7* sup, |x?°|% There-
fore, the expectation of the difference indicated tends to zero, i.¢., the variable
xF¢,y is Z-continuous. The .#-continuity of the second variable follows from
the .#-continuity of the first variable and from the inequalities

g—1 P _ yPo lg g—1 PO __ yPo |4
M|xpy — XEpol? < 297 IM|xEgy — XEG|7 + 297 TMIXEG,) — XEg)|

<27 IM sll(;)pT] [xP — xPo|T + 297 I M|XES,) — XZo)|%
te[O,

In conjunction with Hoélder’s inequality

q
t t - T
fo xPds — foxf"ds <Ti M fo |x2 — xPo|tds.

M sup

t<T

i T
<M ‘fo |x2 — x| ds
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Therefore, [ xZds is an & B-continuous process if the process x} is £-
continuous. We prove in a similar way that this integral has an % B-derivative
along the [ direction, which coincides with the integral of the #-derivative
of x? along the [ direction if the latter derivative exists. In other words, the
derivative can be brought under the integral sign.

Combining the assertions given above in an appropriate way, we can
obtain many necessary facts. They are, however, too simple to require
formal proof.

It is useful to have in mind that if {#,} is a family of ¢-algebras in Q and if
the process x? is k times .#-differentiable at the point p, and, in addition,
progressively measurable with respect to {#}, all the derivatives of the
process x? can be chosen to be progressively measurable with respect to
{#,}. Keeping in mind that induction is possible in this situation, we prove
the foregoing assertion only for k = 1. Let y? = #~(6/0l)x?. Having fixed p,
we find a sequence r, — 0 such that (1/r,)(x?*™ — x?) - yf almost every-
where dP x dt. Further, we take y? = lim,_, ,, (1/r,)(x?*™xP) for those w, ¢
for which this limit exists and 7 = 0 on the remaining set. It is seen that the
process j¥ is progressively measurable. Also, it is seen that

W=t
since J¥ = y? (dP x dt-a.s.).

We shall take this remark into account each time we calculate #-deriva-
tives of a stochastic integral.

We have mentioned above that differentiation is interchangeable with the
(standard) integration. Applying Corollary 5.11, we immediately obtain
that if (w,,#,) is a d,-dimensional Wiener process, 7 is a matrix of dimension
d, x dy, which is progressively measurable with respect to {%,} and is
$-continuous at a point p,, the integral {6 of dw, is #B-continuous at the
point p,. If 67 is #-differentiable along the [ direction at the point p,, then
for p = py

t

0 ‘ d
-— P = -—gP?
¥B 51 Jo O dw, fo (3 5 o's)dws.

A similar assertion is valid in an obvious way for derivatives of higher
orders.

4. Exercise

Prove that if the function x? is continuous (continuously differentiable) with respect to
p in the usual sense for all (r,w) and, in addition, the function M [§|x?} dt(M {F|(9/6x)xZ|*
dt for each [, |I| = 1) is bounded in some region for each g > 1, the process x? is #-
continuous (Z-differentiable and .#-(0/01)x? = (6/01)x?) in this region.
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Further, we turn to investigating the continuity and differentiability
properties of a composite function. To do this, we need three lemmas.

5. Lemma. Suppose that for n=1,2,...,te[0,T], x € E,, the d,-dimen-
sional processes x} measurable with respect to (w,t) are defined, and, in addition,
the variables h}(x) measurable with respect to (w,t,x) are given. Assume that
x{ — 0 as n — oo with respect to the measure dP x dt, and that the variable
K(x) is continuous in x for all n, w, t. Furthermore, we assume that one of the
following two conditions is satisfied:

a. for almost all (w,t)
lim lim w?(6) =0,
-0 n— o

where wj(0) = sup,, < s|hr)| 5
b. for eache >0

S T
lim T [ P{wi(6) > e}de =0,

-0 n—

Then |k (x7)| < wi(|x;|) = 0 as n — oo in measure dP x dt.

Proor. We note that since hf(x) is continuous in x,w(5) will be measurable
with respect to (w,t). Further, condition (b) follows from condition (a) since
(a) implies that w}(d) » 0 as n — o0, 6 — 0 almost everywhere; (b) implies
the same although with respect to dP x dt.

Finally, foreache > 0,6 > 0

lim fOT P{wp(|x7]) > €} dt < lim foT P{|xi| > &} dt + Tim foT P{w{(0) > &} dt,

where the first summand equals zero by assumption. Thus, letting 6 — 0
and using (b), we have proved the lemma. O

6. Lemma. Let x7 be d,-dimensional processes measurable with respect to
(wt) m=0,12,...,te[0,T]), such that #-lim, ., x=x?. Let f(x) be
random variables defined for t € [0,T], x € E,;, measurable with respect to
(w,t), continuous in x for all (w,t), and such that | f(x)] < K(1 + |x|)" for all
w, t, x. Then ZL-lim,_, ., f;,(x") = f(x2).

Proor. First we note that under the condition |f(x)| < K(1 + |x|y" the
processes fi(x;)e & for all n > 0. Next, we write f,(x}) — f;(x?) as h(y}),
where h,(x) = f,(x + x0) — £,(x?), yr = x} — x{. Since M (g|yi|dt - 0, y} > 0
in measure dP x dt, from which we have, using Lemma 5 applied to y; and
h(x), that h(y}) — 0 in measure dP x dt.

Since the function |a|/(|ja| + 1) is bounded and

g = Ih:(YI')thz(y;')I + 1]-1 -0
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in measure dP x dt, then for each g > 1

lim M foT lgr|22dt = 0. 2)

n— oo

Moreover, in view of the estimate |f,(x)| < K(1 + |x|)" and the fact that
M [ xoPmde 50, M [ x0Pmde < o,
we have
sup M fOT |xp|2emdt < oo,
sup M fOT(l + | ())*dt < sup M fOT [1+ K1+ [xh)"

+ K(1 + |x?)y"]*dt < 0.

€}

Using the Cauchy inequality, we derive from (2) and (3) that
. T n
lim M fo Iyl de
1)2

< lim <M fOT |g¥ | dt>1/2 <M fOT(l + |h (D)) dt) =0

n—+ o

for each g > 1. The lemma is proved. O
We note a simple corollary of Lemma 6.

7. Corollary. If for n=0,1,2,... the one-dimensional processes x}, yi are
defined and #-lim,_, , x* = x°, #-lim,, , ¥ = y°, then
&L-lim xjy} = x7yp

n— o

Indeed, the two-dimensional process (x7,y’) has the Z-limit equal to
(x2,39). Furthermore, the function f(x,y) = xy satisfies the growth condition
|f0ep)] < (1 + /X + y?)2. Hence L-lim, ., ,, f(x,y7) = f(x7,07)-

8. Lemma. Suppose that the assumptions of Lemma 6 are satisfied. Also,
suppose that for n=1,2,..,ue[0,1] the d,-dimensional random variables
x;(u) are defined which are continuous in u, measurable with respect to (w,t) and
such that |xf(u) — x| < |x} — x7|. Then
. 1 "
Z-lim [ f6a20) du = £x0). @
ProoF. In accord with Holder’s inequality, for g > 1

q

[ ) du — 700

{3 Do) — fix9] du

1
<J
0

00) — £, du.
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It follows from the inequalities |x}(u) — x| < |xf — x?|, |xf(w)| < |x?| +
|xf — x| that x(u) € & and £-lim,,, x;(u) = x; for each u € [0,1]. There-
fore, by Lemma 6

L) =M [ |£(xxw) — fed)fede — .
Finally, by the inequalities
| £} < KO + [x@)))™ < K(1 + ] — x?| + [x?|y"

we have that the limiting expression in (4) belongs to %, and the totality of
variables I,(u) is bounded. By the Lebesgue theorem, as n — o

M foT

thus proving the lemma. O

[ fxrwy) du — £x0) “dt < [} Lawdu > o,

Further, we prove a theorem on continuity and differentiability of a
composite function.

9. Theorem. Suppose for x € E;, and p in a neighborhood of a point p, € E,
the random processes x? = xP(w), f(x) = flw,x) with values in E, and E,,
respectively, are given for t € [0,T | and measurable with respect to (t,w).

(a) For all t, w let the function f|(x) be continuous in x, let | f{x)| < K(1 +
|x|)", and let the process x be £-continuous at p,y. Then the process f,(x?) is
also #-continuous at pg.

(b) Suppose that for all t,w the function f,(x) is i times continuously differenti-
able over x. Furthermore, suppose that for all t, w the absolute values of the
Junction f,(x) as well as those of its derivatives up to order i inclusively do not
exceed K(1 + |x|)". Then, if the process x? is i times (&£-continuously) £-
differentiable at the point py, the process f(x?) is i times (¥-continuously)
Z-differentiable at the point p, as well. In addition, for the unit vector | € E,

0
Lo filxd) = SonCeD)|vEl, )

52
<z "3 JxP) = frony(XF )|28| + fz(yg’)(yf)(xt)b’t 5 ©6)

where
2

0 i
#=L-apX, V=L

for those i, p for which the existence of the left sides of (5) and (6) has been
established.

xt;

Proor. For proving (a) it suffices to take any sequence of points p, — pg, to
put x™ = x?» and, finally, to make use of Lemma 6.
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We shall prove (b) for i = 1. First we note that fi(x,y) = f;,,(x)[y] is a
continuous function of (x,y) and

i) = S| |7} < K+ [x)"]y] < N+ ] + [y

Further, we take the unit vector [ € E,, a sequence of numbers r, — 0, and
we put

1
X) = ot (L= xp, Y = (< 1),
n

Using the Newton-Leibniz rule we have
1 1 rm1 0
LA — ] = ) 5 A ) du
1
= [ 0P, du

where |[x{((u) — xPo|* + |y — yPo|? < |xPotmt — xPo|? + |y — yPo|? and where,
by Lemma & applied to x{(x) and y™(u) = y,

. 1
Z-lim {7 £0eP), ) du = f(xE07°).

n—o

Therefore,

Z-lim %[fr(Xf"*”) — Fxo)] = fixEe, o).

Finally, by (a), f,(x?°,y°) is #-continuous with respect to p, if x?° is .#-
continuously #-differentiable with respect to p,. This proves assertion one
in (b) for i = 1. At the same time we have proved Eq. (5), which we find con-
venient to write as follows:

0
Lo k) = fy).

For proving (b) for all i we apply the method of induction. Assume that
the first assertion in (b) is proved for i <j and for any processes f(x), x7
satisfying condition (b). Let the pair f,(x), x? satisfy the conditions of (b) for
i =j+ 1. We take a derivative £-(d/01)f,(xf) and prove that this derivative
is j times Z-differentiable at a point p,. Let us write this derivative as
f:(xF,yP). We note that the process (x?,yF) is j times .#-differentiable at the
point p, by assumption, the function f,(x,y) is continuously differentiable j
times with respect to the variables (x,y). Also, we note that the absolute
values of the derivatives of the above function up to order j inclusively do
not exceed N(1 + /|x|* + [y|>)"**. Therefore, by the induction assumption,
f(x2,yP) is j times & -differentiable at the point p,. Since [ is a vector, f,(x?)
is, by definition, j + 1 times #-differentiable at the point p,.

In a similar way we can prove .#-continuity of .#-derivatives of f,(x?) at
the point p, if #-derivatives of x? are #-continuous at the point p,. Finally,
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in conjunction with (5)

0
g'a f;(xfayf) = f;()’f,zf)(xfsyf)\/ [yﬂz + ]th|22

which, after simple transformations, yields (6). The theorem is proved. [

10. Remark. The theorem proved above can easily be used for proving the
ZL-continuity and #-differentiability of various expressions which contain
random processes. For example, arguing in the same way as in Corollary 7,
we can prove that if x?, y? are real i times .#-differentiable processes, the
product xPy? is i times .#-differentiable as well. If the real nonnegative
process x? is i times .#-differentiable, the process e is i times #-differen-
tiable as well. In fact, notwithstanding that the function e™ grows more
rapidly than any polynomial as x —» — oo, we consider the nonnegative
process x7, and moreover, we can take any smooth function f(x) equal to
zero for x < — 1 and equal to e™* for x > 0. In this situation the hypotheses
of the theorem concerning f(x) will be satisfied and e ™*¥ = f(x?). Combining
the foregoing arguments with the known properties of integrals of .&-
continuous and #-differentiable functions, we arrive at the following
assertion.

11. Lemma. Let the processes xP, f 1(x), f 2(x) satisfy the conditions of Theorem
9a (Theorem 9b), and, in addition, let f}(x) > 0; then the process

fexh) exp{—fo' fixd) ds}

is #-continuous at the point p, (i times (F-continuously) £ -differentiable at
the point pg).

Fixing t € [0,77], and regarding [} f}(x?)ds as a time independent process,
we conclude that the following lemma is valid.

12. Lemma. Let the processes x?, f}(x), f2(x) satisfy the hypotheses of Theo-
rem 9a (Theorem 9b), and, in addition, let {1(x) > 0. Let the random variable
t(w) € [0,T] and let the random processes y?, f#(x) be such that the processes
%, =y, fix) = f4x) satisfy the hypotheses of Theorem 9a (Theorem 9b).
Then the random variable

[0 exp{—fo’ JHEY) ds}

is L-continuous at the point p, (i times (F-continuously) ¥ -differentiable at
the point py).

13. Remark. Equation (5) shows that in computing an #-derivative of a
composite function the usual formulas familiar in analysis can be applied.
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14. Exercise

Derive a formula for the derivative of a product, using (5). (Hint: Take a function
J(x.y) = xy)

We have investigated the properties of the functions f(x}) in the case
where f;(x) does not depend on n. We prove a few assertions for the case
where f;(x) depends on the parameter n in an explicit manner.

15. Lemma. Let &(w) be a d,-dimensional random vector. Further, let h(x) =
hw,x), w(R,&) = w(w,R,e) be measurable variables which are defined for
xeE;,R>0,e>0, we Q. Assume that w(R,e) increases with respect to R
and to &, |h(x) — h(y)| < w(lx|v|y],|x — ¥|) for all w, x, y and |h(x)| <
K(1 + |x|y™ for all w, x. Then, for all R > 0, e € (0,1)

M|h(£)| < KM(1 + |{|)’"x|¢,>R_1 + Mw(R,e)
h(y)|dy.

Proor. We fix R > 0, ¢ € (0,1), and also we take a d;-dimensional vector #
such that it does not depend on &, w and is uniformly distributed in the sphere
{x e E;:|x| <&}

+ N(d)e” "M

IylsR|

It is seen that

M|h(f)| < M|h(§)|X|5;>R~1
+ Mlh(f) — h(é + ’7)‘%|:|5R—1 + M‘h(f + ’1)|X.§5R—1-

The assertion of our lemma follows from the above expression as well as
the assumptions of the lemma since [n| <e < 1,for |§{ <R —1

lE+n| <R, |h(&)— h(E+n)| < wRe),
and

MR + Mg <r-1
— N(@)e™M [ 1 <eie1<r-1[h(E + )| dx
= N(d)e™M [ 11— g1 <orqi<r- 1|13 dy
< N(dpe™*M [ [h()]dy. O

16. Lemma. Suppose that for xe E;,t€ [0,T],n=1,2,3,...,R>0,e>0
d,-dimensional processes x| are defined which are measurable with respect to
(w,t). Furthermore, suppose that the variables h(x) and w}(R,¢) increasing with
respect to R and ¢ are defined, these variables being measurable with respect to
(w,t,x) and (1), respectively. Assume that wi(|x| v |y}, |x — y|) > |hI(x) — hi(¥)|
forallw, t, x, y,

. —_— T
lim lim | P{[x{|> R}dt=0, (M

R—w n—w
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and for each R > 0,6 >0

lim fim (" P{w/(R,¢) > 8} dt = 0. ®)
el0 n—> .
Finally, let hj(x) —» 0 as n — oo in measure dP x dt for each x € E,;.
Then, hi(x}) — 0 as n — oo in measure dP X dt.

We shall prove this lemma later. We derive from Lemma 16 (in the same
way as we derived Lemma 6 from Lemma 5) the following theorem.

17. Theorem. Let the hypotheses of Lemma 16 be satisfied. Furthermore, let
[Hi(x)| < K(1 + |x)™ for all n, w, t, x and for all g > 1

sup M foT |xl2dt < co. 9
Then "
ZL-lim hj(x}) = 0.
18. Remark. By Chebyshev’s inequality, (7) follows from (9). Using Che-
byshev’s inequality it can easily be proved that the condition (8) is satisfied if
wi(R,¢) is nonrandom and

lim lim OT wi(R,e)dt = 0.

£l0 n—o0

For wi(R,s) it is convenient to take Ke if |h}(x) — ()| < K|x — y|.

Proor OF LEMMA 16. Since the convergence of hf(x}) to zero in measure is
equivalent to the same convergence of (2/x)arctan hf(x7), and furthermore,
since the latter variable is bounded and

|arctan hj(x) — arctan h}(y)| < |h(x) — BX(y)| < wil|x| v |¥}s |x — ¥|)

we can consider without loss of generality that |A]| < 1.

It is clear that in this case 2 A w} can be taken instead of w} so that w} will
be assumed to be bounded as well.

According to Lemma 15 (we take in Lemma 15 K = 1, m = 0) for any
R>0,¢€(0,1)

T
Jo M de < [Pl > R — 13 d
+ foT Mw(R,e)dt + N(d)e™ % (10)
T
8 ‘fO M ﬁylsth'(y)Mydt-

We make use of the fact that the convergence in measure is equivalent to
the convergence in the mean for uniformly bounded sequences. Thus we
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have that the sequence
foT M|h2(y)|dt — 0

asn — oo for any y € E; . Furthermore, each term of this sequence does not
exceed T. This implies that the last expression in (10) tends to zero as n — o
for any ¢ > 0, R > 0. Letting n — oo in (10), next, & | 0, R — oo, and in addi-
tion, using (7), (8) and the fact mentioned above that the convergence in the
mean and the convergence in measure are related, we complete the proof of
Lemma 16. O

8. The Dependence of Solutions of a Stochastic
Equation on a Parameter

Let E be a Euclidean space, let a region D — E (D denotes a region of
parameter variation), and let T, K, m be fixed nonnegative constants; (w,,%;)
is a d;-dimensional Wiener process. Furthermore, for te[0,T], x € E,,
peD,n=0,1,2,... weare given: o,(x), 67(x), o/ p,x) are random matrices of
dimension d x d, and b,(x), b{(x), b,(p,x), &/, £(p) are random d-dimensional
vectors which are progressively measurable with respect to {#,}. Assume that
forallt, w, x, y

llo.0) = o] + [bux) — be(3)| < Klx — 3. (1)

Also, assume that o7(x), b7(x) satisfy (1) for each n > 0 and, in addition, a{(p,x),
b,(p,x) satisfy (1) for each p € D.

Suppose that all the processes in question belong to & for all values of
x, n, p. Recall that the space ¥ was introduced in Section 7. We shall fre-
quently use further on other concepts and results given in Section 7.

We define the processes xy, xI, xP as the solutions of the following
equations:

Xz =x+ [) o6 dw, + [0 b ds;
xp =&+ [ orxmydw, + [ b ds;
x2 = &(p)+ [ oupxd dw, + [ bpxDds
Note that by Theorem 5.7 the above equations have solutions. We also
note that by Corollary 5.6 these solutions belong to Z. If &, &,(p) € ¥B for
all n, p, according to Corollary 5.10 x{, x}, x? € B as well for all n, p, x.
1. Theorem. Let 67(x) - o2(x), b}(x) — b(x) in & asn — oo for each x € E,

and let & — EQin P asn - . Then x! — x? in £ asn —» .
If & — & in £Baswell asn — oo, then x! — x{ in ¥B as n — oo.
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PROOF. Let 67(x) = o}(x) — 67(0). It is seen that &}(x) satisfies the Lipschitz
condition (1) and the growth condition ||67(x)|| < K|x|- Furthermore, 67(x) —
62(x) in & for all x. From this, using Theorem 7.17 and Remark 7.18, we
conclude that 6%(x?) — 6%(x?) in £. Adding the last relation with ¢7(0) —
a7(0) in £, we obtain: o}(x7) —» o(x7) in &. Similarly, b(x)) — b°(x?)
Applying Corollary 5.5 and Theorem 5.9 for (%,.5..b,) = (x2,6°,b?),
(%,,00,b,) = (x,07,b7), we immediately arrive at the assertions of the theorem:

O

2. Corollary. If the process &(p) is £ -continuous (& B-continuous), and, in
addition, for each x € E, the processes o,(p,x), b,(p,x) are ¥-continuous in p
at the point p, € D, the process xP is & -continuous (& B-continuous) at the
point pg.

3. Lemma. Suppose that for each te[0,T1, pe D, w the functions o,(p,x),
b.(p,x) are linear with respect to x. Let the process &p) and for each x € E,
the processes o (p,x) and b{p,x) be i times (&-continuously) ¥ -differentiable
at the point p,e D. Then, the process xP is i times (&-continuously) ¥-
differentiable at po. If, in addition, &,(p) is i times (& B-continuously) ¥ B-
differentiable at the point p,, the process x? will be the same as the process

&(p).

ProOF. Due to the linearity of ¢,(p,x), b,(p,x)
d T . 4 t .
=&+ Y [ (opedw,+ ¥ [ Dibi(pe)ds
j=1 ji=1

where (x?)’ is the jth coordinate of the vector x? in the basis {e;}. This implies
that the last assertion of the lemma is a corollary of the first assertion as
well as the results, which were proved in Section 7, related to the .¥B-
differentiability of integrals and the #-differentiability of products of .#-
differentiable processes.

We prove the first assertion. To this end, we make use of the induction with
respect to i and, in addition, assume that i = 1. We take a unit vector [ € E
and, in accord with what was said in Section 7, let the processes

0 0 0
&z a ft(Po), y“a—l O's(Po,x)s g'a bs(pO’x)
be progressively measurable for x € E,;.

By Corollary 2, we conclude that the process x? is .#-continuous at the
point p,. It is not hard to see that for p = p, the process

np) = & ¢@+zqu$quMw

+ Z [ (x")’,‘?— ; by(p.e)ds
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exists, is progressively measurable (and .#-continuous with respect to p, if
0 0 0
g'gl‘ ét(p)’ g'gi Us(pax)a g"'é_l bs(p:x)

are .Z-continuous with respect to p). Furthermore, #,(p,) € &.
According to Theorem 5.7, the solution of the equation

W =m(p)+ [, opydw, + [ bylpy)ds @

exists and is unique for p = p,,.

Let us show that y? = .#-(é/0l)x? for p = p,. To this end, we take a
sequence r, — 0 and assume that yP(n) = r, }(x?* ™ — x?). It can easily be
seen that

¥¥) = o) + [ 0,(p + il YD) dw, + [ bulp + rik yEm)ds,  (3)
where
npn) = 1 [ + 1) = & + [ 1 [oup + 1l xD) = o (px)] dw,

+ [} 1bu(p + b xD) — b(pxE)] ds.

We are given the expression

. 0
Z-lim 1, [Epo + 1) — E(po)] = £ ~51 H{Po)

n— oo

In addition, since the #-limit of the product (sum) equals the product
(sum) of #-limits, we have that in &

d
r;l[‘fs(l’o + rnls Xgo) - O-s(pO:Xgo)] = Z (x€o)jrr:l[as(p0 + r,,l, ej) - Us(po,ej)]
j=1

d
.0
g Z (xf")’f—:,ﬂ O'S(Pmej)-
j=1
Similarly, in &

d
.0
";l[bs(Po + rnl:- x.fo) - bs(p05xspo)] - Z (xspo)Jg_a bs(po’ej)'
i=1
Thus, #,(pe,n) = #,(po) in £ as n — co. Comparing (2) with (3), we have
from Theorem 3 that y?°(n) — yF° in ¥. Hence

0
W= Lo Xl @
for p = p,, proving thereby that x? is #-differentiable.
It is clear that (4) is satisfied at any point p at which there exist #-deriva-
tives &,(p), o p,x), b/ p,x). Further, if the foregoing derivatives are continuous
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at the point p,, they are defined in some neighborhood in which (4) is
satisfied. In this case, as we noted above, 5,(p) is £-continuous at the point
Po- Also, by Corollary 2, it follows from Eq. (2) that the process y? is #-
continuous at the point p,. This fact implies that the process x7 is .#-con-
tinuously #-differentiable at p,.

Suppose that our lemma is proved for i = i, and that the assumptions of
the lemma are satisfied for i =i, + 1. We shall complete proving our
lemma if we show that each first .#-derivative of x¥ is i, times (%-con-
tinuously) .#-differentiable at the point p,. We consider, for instance,
L-(0/ol)x?. This process exists and satisfies Eq. (2) for p close to p,.

Since the assumptions of Lemma 3 are satisfied for i =i, (even for
i=1iy+ 1), by the induction assumption, the process x? is i, times (&-
continuously) #-differentiable at p,. From this, it follows that the process
n,(p) 18 i, times (Z-continuously) #-differentiable at p,. Applying the in-
duction assumption to (2), we convince ourselves that the process y? is i,
times (&-continuously) .#-differentiable at the point p,. The lemma is
proved. O

4. Theorem. Suppose that the process &,(p) is i times (£-continuously) &-
differentiable at a point p, € D, and that the functions o4(p,x), b(p,x) for each
s, w are i times continuously (with respect to p, x) differentiable with respect
to p, x for pe D, x € E;. Furthermore, assume that all derivatives of the
foregoing functions, up to order i inclusive, do not exceed K(1 + Ix|)"' with
respect to the norm for any p € D, s, w, x. Then the process x? is i times (¥~
continuously) ¥ -differentiable at the point p,. If, in addition, the process &,(p)
is i times (& B-continuously) & B-differentiable at the point p,, the process x¥
will be the same as the process &,(p).

PrOOF. Because the notion of the #-derivative is local, it suffices to prove
the theorem in any subregion D' of a region D, which together with its closure
lies in D. We construct an infinitely differentiable function w(p) in such a
way that w(p)=1 for pe D, w(p)=0 for p¢D. Let &(p) = &(p)w(p),
7,(p,x) = a(p,x)w(p), b(p,x) = b,(p.x)w(p). Then &, b,, 7, satisfy the condi-
tions of the theorem for D = E. Further, since the assertions of the theorem
hold for ¢, 5, b in E, they hold as well for ¢, b, ¢ in the region D'. This
reasoning shows that in proving our theorem, we can assume that the
assumptions of the theorem are satisfied for D = E.

In this case we use the induction over i. First, let i = 1. Further, we take
a unit vector / € E and a sequence of numbers r, — 0. Let

YE(m) = 1 1T — xP),
xP(n,u) = ux? 4+ (1 — u)x?.

Using the Newton-Leibniz formula, we easily obtain

yEm) = () + [, 32p.y200) dw, + [ Bilp,yim) ds, 5)
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where
n(pn) = r, [E(p + rad) — &(p)]

+ f; [Z 14 fol 05, pi(p + uryl, xf(n,u))du} dw
J
+ f(: [; 4 fol b pi(p + ur,l, xf(n,u))du] ds,

Fpx) = Y 0 [ ogulp + ur,d, X2nw) du,

bs(p,x) =

DMea T

x fol b xi(p + ur,l, xE(nu)) du,

ji=1

We look upon the pair (p + ur,l, x?(n,u)) as a process in E x E; with a
time parameter t. It is seen that
|(p + urnla x,”(n,u)) - (p7xf)l < !(p + rnla x5)+rnl) - (p:xf)l

Furthermore, by Corollary 2 and the #-continuity of #-differentiable
functions, x?°*™ — xP°in &. In order to apply Lemma 7.8, we note that,

for instance, |b;.i(p,x)| < K(1 + /|x]* + [p|)" for all w, s, p, x. By this
lemma, for p = p,

Fpx) = 6px),  bUApx) - b(px),  mlpn) — n(p)

in the sense of convergence in the space .# in which

d
as(pax) = Z xjas,xf(paxsp)a
i=1

d

Es(pax) = Z ijs,xf(p,xf)'

ji=1
0 . ;
np) = L 80 + [ 2 o ppt) dw, + {; % Pbeppat) ds

Note that &, by, #,, &7, b", n,(p,n) are progressively measurable for those
p, x, for which they exist. In fact, one can take the derivative .£-(0/01)¢,(p)
to be progressively measurable. Also, for example, o, ,;(p,X) is progressively
measurable (ordinary derivative with respect to the parameter of a progres-
sively measurable process) and continuous with respect to p, x. Hence the
process o .,(p + ur,l,xE(n,u)) is progressively measurable and continuous
with respect to u, which, in turn, implies the progressive measurability of
the Riemann integral

fo Tuelp + urd, xen0)) du

and the progressive measurability of the process 5(p,x).
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Further, since o4(p,x), by(p,x) satisfy the Lipschitz condition (1) with
respect o X, 0, .(p,x), bs ,s(p,x) are bounded variables. This implies that the
functions &(p,x) and b,(p,s), linear with respect to x, satisfy the Lipschitz
condition (1). By Theorem 5.7, for p = p, there exists a solution of the
equation

v =np)+ [ &paDdw, + [ B (pyD)ds. (6)
By Theorem 1, comparing (5) with (6), we conclude that

PL-lim r; YxPtm — xP) = L-lim yP(n) =
for p = p,y. This shows that y? = ¥-(d/0l)x? for p = p,, and therefore the
process x! is #-differentiable at the point p,. It is also seen that yf =
L~0/ol)x? at each point p at which #-(0/01)&,(p) exists.

Next, let £,(p) be £-continuously £-differentiable at the point p,. Then
L-(0/01)¢,(p) exists in some neighborhood of the point p,, y? being the
Z-derivative of x} along the [ direction in this neighborhood. In addition, ,
the process (p,x?) is &-continuous at the point p,, and the functions g, ,;(p,x),
b, ,+(p.x) are continuous with respect to (p,x) and do not exceed K(1 + |x|)"
with respect to the norm. Therefore, by Theorem 7.9, the processes o ,.(p,x?),
b pi(p,xf) are ZL-continuous, and consequently, the process #,(p) is .&£-
continuous at p,. Similarly, the fact that the functions o, ,./(p.x), b .i(p.x)
are bounded and continuous with respect to p, x, implies that the processes
.(p,x) and by(p,x) are Z-continuous at p, for each x. To conclude our
reasoning, we observe that, by Corollary 2, the process y? interpreted as the
solution of Eqg. (6) is #-continuous at the point p,.

Thus, we have proved the first assertion of the theorem for i = 1. Further,
suppose that this theorem has been proved for i = iy, and, in addition, the
assertions of the theorem are satisfied for i = i, + 1. Consider the deriv-
ative .£-(0/0)x?. As was shown above, we may assume that this process
is y? and that it satisfies Eq. (6). By the induction assumption, x? is i, times
#-differentiable at p,. Therefore the pair (p,x?) is i, times .#-differentiable
as well. By Theorem 7.9, the processes o ,:(p,xf), sp,(p,x) O i (DX5),

b, .i(p,x?) are iy times .#-differentiable at the point p,. Hence, in Eq. (6) the
processes 77,(p), &5(p,x), b(p,x) are i, times Z-differentiable with respect to p.
Since &,(p,x), by(p,x) are linear functions of x, according to the preceding
lemma the process y? is i, times #-differentiable at the point p,. We have
thus proved that the derivative (8/01)x? is i, times #-differentiable at the
point p,. Since [ is an arbitrary unit vector from E, this implies, by definition,
that x? is i, + 1 times .#-differentiable at the point p,.

In addition, if &,(p) is iy + 1 times #-continuously #-differentiable at
the point py, we can prove that x? is iy + 1 times #-continuously .%-
differentiable at the point p, if we put the word “.#-continuously” in the
appropriate places in the above arguments. This completes the proof of the
first assertion of Theorem 4.
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For proving the second assertion of the theorem, we need only to prove,
due to the equality

2= &p) + [y oulpaDdw, + [ bipxnds,

that the processes o,(p,x?), by(p,x?) are i times (&-continuously) #-differ-
entiable at the point p,. It is obvious that a process which is identically
equal to (p,0) is i times #-continuously #-differentiable. It is also seen that,
since the function a,(p,0) is i times continuously differentiable with respect
to p and, in addition, the derivatives of this function are bounded, the
process o,(p,0) is i times .#-continuously .#-differentiable in accord with
Theorem 7.9. Furthermore, the process (p,x?) is i times (&-continuously)
Z-differentiable at the point p,, the function o,(p,x) — o4(p,0), with respect
to the norm, does not exceed K|x, and, in addition, the derivatives of this
function satisfy the necessary restrictions on the growth. By Theorem 7.9,
the process o,(p,x?) — o,(p,0) is i times (£ -continuously) #-differentiable at
the point p,; the same holds for the process a,(p,x?) = a,(p,0) + [o,(p.x?) —
a4(p,0)]. The process in byp,x?) can be considered in a similar way. The
theorem is proved. O

5. Remark. For i > 1 we have proved that for any unit vector [ € E the
solution of Eq. (6) is the #-derivative of x? along the [ direction:

) :
V=L &(p)+ | o.0(p.xD)dw,
ol 0

t t
+ fo b,a{px0)ds + fo O's,(yg)(Paxf)IJ’ﬂ dw,

t
+ J‘O bs,(yf)(prxf)‘yf! ds.

We have seen that the last equation is linear with respect to y£; also, we
applied Lemma 3 to this equation for i > 2. In Lemma 3 we derived Eq. (2),
according to which the solution of the equation which follows is an .#-
derivative of y? along the [ direction, that is, a second #-derivative of x?
along the [ direction. This equation is the following:

t
th = r’t(p) + J:: as,(zf)(pax§)|zsp| dws + fo bs,(zg)(p:xf)lzﬂ dS,

where, according to the rules of #-differentiation of a composite function
(see (2)),

np) = 2-2

0
i I:f'a &lp) + f; os,w(p.xE)dw, + f; bs,o(P,X5) ds]
d ¢ .
+ z fO (yg)][o-s,xj(l)(pax’f) + Gs,xj(yg)(p’x§)|y§|] dws
ji=1

d
t .
+ Z J.O (yg)][bs,xf(l)(pQCf) + bs,xf(yls")(paxf)Iyﬂ] ds.
j=1
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Note that the above equations as well as equations for the highest .%-
derivatives of x! can be obtained proceeding from the fact that x? is
Z-differentiable the desired number of times, if we differentiate the equality

x2 = &0+ [y oo dw, + [ bpxDds,

interchange the order of the derivatives with those of the integrals, and, in
addition, make use of the formula for an .#-derivative of a composite
function.

The following assertion is a simple consequence of Theorem 4 and
Corollary 2 in the case where D = E,, £,(p) = p, 6.(p,x) = 6,(x), b(p,x) = b,(x).

6. Theorem. The process xi is ¥ B-continuous. If o4(x), by(x) are i times
continuously differentiable with respect to x for all w, s, and if, in addition,
each derivative of these functions up to order i inclusively does not exceed
K(1 + |x|)™ with respect to the norm for any s, x, w, the process x¥ is i times
& B-continuously ¥ B-differentiable.

In concluding this section, we give two theorems on estimation of moments
of derivatives of a solution of a stochastic equation. Since, as we saw in
Remark 5, it was possible to write equations for such derivatives, it is reason-
able to apply Corollaries 5.6 and 5.10-5.12 for estimating the moments of
these derivatives. The reader can easily prove the theorems which follow.

7. Theorem. Let there be a constant K, such that for all s, x, p, ®
[by(p.X)| + [lo(pX)]| < Ki(1 + [x]).

Suppose that the process £p) is & B-differentiable at a point p, € D. Further,
suppose that ¥ B-derivatives of the process £,(p) have modifications which are
progressively measurable and separable at the same time. Let the functions
o4(p,x), by(p,x) for each s, @ be continuously differentiable with respect to p, x
for pe D, x € E,. In addition, let the matrix norms of the derivatives of the
function o(p,x) and the norms of the derivatives of the function byp,x) be
smaller than K(1 + |x|)" (m > 1) along all directions for all pe D, s, o, x.
Then for any unit vector le E, q > 1,t € [0,T]
2q
M sup

s<t

where N = N(q,K,m,K,).

0
- xPo
ZB alxs

i,
ZB-2¢(po)

sNeN’<1 +M sﬁp

s<t

2q
+M ;8P dS),

8. Theorem. (a) Let the functions o(x), by(x) be continuously differentiable
with respect to x for each s, w. Then for any unit vector le E;,q > 1,t€[0,T],

xe€ E,
q

0
FB-— X%

< NeM
al €

M sup

s<t

where N = (q,K).
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(b) Let the functions o4(x), by(x) be twice continuously differentiable for
each s, w. Further, for each x, s, w and unit vectors | € E4 let

eswan @ + bspp()] < K1 + |x[)".
Also, suppose that ||o,(x)|| + |bs(x)| < K;(1 + |x|) for all x, s,  for some
constant K. Then for any q > 1, t € [0,T], x € E; and the unit vector | € E,

M sup | ¥B

s<t

where N = N(q,K,m,K,).

q
< N(1 + |x|)mme™,

2

9. The Markov Property of Solutions of
Stochastic Equations

The Markov property of solutions of a stochastic equation with non random
coefficients is well known (see [9,11,24]). In this section, we shall prove a
similar property for random coefficients of the equation (Theorem 4), and
moreover, deduce some consequences from this property.

We fix two constants T, K > 0. In this section we repeatedly assume about
(W, 7)), &, 6,(x), b,(x), with indices and tildes or without them, the following:
(w,,#,) is a d,-dimensional Wiener process, o,(x) is a random matrix of
dimension d x d,, b(x), &, are random d-dimensional vectors; g,(x), b,(x), &,
are defined for t € [0,T], x € E,, progressively measurable W1th respect to
{#:}, and

M (&P + o> + e di < oo,

o) — o] + bulx) — B(»)] < K|x = |

for all possible values of the indices and arguments.

We can now specify the objective of this section. It consists in deriving
formulas for a conditional expectation under the condition &%, of functionals
of solutions of the stochastic equation

=&+ [Folm)dw + [ byl (1)
Note that if the assumptions made above are satisfied, in accord with

Theorem 5.7 the solution of Eq. (1) on an interval [ 0,7 ] exists and is unique.

1. Lemma. Suppose that for all integers i, j >0, t,,..., ;€ [0,T], zy, .. .,
z; € E, the vector

{wtp: 6[1;’ O-lp(Zq)’ btp(Zq):p = 19 L] i9 q = 1) L a]}

does not depend on F,. Then the process x,, which is a solution of Eq. (1),
does not depend on F either.
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ProOOF. As we did in proving Theorem 5.7, we introduce here an operator I
using the formula

Iy, = [, ouvddw, + [0 by ds

In proving Theorem 5.7 we said that the operator I is defined on a set
of progressively measurable functions in %,([0,T] x ) and also that this
operator maps this set into itself.

Let a function y,(w) from the set indicated (for example, y, = 0) be such
that the totality of random variables

{w,,é,,y,,a,(x),b,(x):t € [O’T]a X € Ed} (2

does not depend on %,. We prove that in this case the totality of random
variables

{W,, & + Iy, 0(x),b(x):t € [0,T],x € Ej} 3

does not depend on %, either.

We denote by X the completion of a g-algebra of subsets Q, which is
generated by the totality of random variables (2). By assumption, & does
not depend on %,. It is seen that for proving that (3) is independent of Z,,
it suffices to prove that random variables Iy, are Z-measurable for ¢ € [0,T].

For real a let x,(a) = 27"[2"a], where [a] is the greatest integer less than
or equal to a. If y € E,, we assume that x,(y) = (x,(3"), ..., x.(»9), and, in
addition, that I', is a set of values of the function x,(y), y € E,. Due to the
continuity of ¢(x) with respect to x we have

730 = lim 6 (y0) = lim 2 o)) = @
n— o n~® yel,

Therefore, the variable o,(y,) is Z-measurable. The X-measurability of
b,(y,) can be proved in a similar way. Further (see Appendix 1), for almost
all s € [0,1] for some sequence of integers n’ in probability

. T
hm |:f0 O-kn'(r+s)—s( y:c,.'(r+s)—s) dW,, + f(: bxn'(r+s)—s(yrc,,'(r+s)—s) dr] = Iyt (5)

n’'—w

Since the function k,(r + s) — s assumes only a finite number of values on
an interval [0,¢], the integrals in a limiting expression are integrals of step
functions. The former integrals are to be written as finite sums which con-
sist of the product of values of ¢,(y,) and an increment w, and the product
of values of b,(y,) and increments r. The foregoing sums are X-measurable.
Hence the limiting expressions are X-measurable, which implies the X-
measurability of Iy,.

As we did in proving Theorem 5.7, we define here the sequence x} using
the recurrence formula

X?EO, x;'+1 = €t+1x;.’ nZO
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By induction, it follows from what has been proved above that the pro-
cesses x; do not depend on %, for n > 0, t € [0,T]. According to Remark
5.13,fort e [0,T]

Lim. x} = x,.
n— o

Therefore, the process x, does not depend on #,. The lemma is proved.

O

In the next lemma we consider (W,,%,), &, &,(x), b(x) as well as (W, %),
&, a/x), b(x). As we agreed above, we assume here that these elements
satisfy the same conditions. Let X, be a solution of the equation

%=L+ [ a.%)am, + [ B (x)dr.

2. Lemma. Suppose that for all integers i, j>0 and t,...,t;€[0,T],
Zy, ..., z; € Ey the following vectors are identically distributed:

{wtp9étp’o-tp(zq)9btp(zq):p = 1’ v 5i5q = 15 e 9.j}a
{thaétpzatp(zq)!btp(zq):p = 15 - 5i’q = 1, e 9]}

Then the finite-dimensional distribution of the process x, is equivalent to
that of the process X,.

Proor. We make use again of the operator I from the previous proof. Let
~ t L~ ~ to~
I, = [ a.90dw,+ [ b7 ds
and let the processes y,, J; be progressively measurable with respect to
{Z.}, {#,}, respectively:
t T
M [ilvfrde <o, M [l]5)2di < oo.
Further, forany i,j > 0,t;,..., ;€ [0,T], zy, .. ., z; € E; let the vectors

{wtpaét,,aytpao'tp(zq)sbtp(zq):p =1...,9=1,... ,j},
{th7£tpaj}‘tpaatp(zq)5btp(zq):p =1,...,,g=1,... s]}
have identical distributions. Note that if two random vectors have identical
distributions, any (Borel) function of one vector has the same distribution

as the other has. From this it follows, in accord with Eq. (4), that for any
i,j>0,t;,...,€[0,T], zy, ..., z;€ E; the vectors

(6)

{wtp’étp’ytp’o-tp(ytp),o-tp(zq)’btp(ytp),btp(zq):p = 13 st 1iaq = 17 e 7.j}s
{th’étpaytp:&tp(ytp),at,,(zq)abtp(ft,,)abtp(zq):p =1,... 4 q = L... ,]}
have the same distributions. It is useful to draw the reader’s attention to the

fact that in order to prove the proposition made above, we need to use
vectors of type (6) at the values of z, different from those which appear in (7).

O
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We choose s € [0,1] so that Eq. (5) holds for ¢ = ¢, . . ., t;, and, in addition,
that similar representations hold for I. Having done this, we can see that
the vectors

{wtp’ étp, élp + IY:p,Gz,(Zq), btp(zq):p = 1: <t 9iaq = 19 L 9j}: (8)
{tha ‘f:p: 6:,, + Ij;lp,&tp(zq): btp(zq):p =1...,L,g=1,... a]}

are representable as the limits in probability of identical functions of vectors
of type (7). Therefore, the vectors (8) have identical distributions for any
Lj>0,ty,...,4€[0T],z4,...,z;€ E,

Next, we compare the vectors (6) and (8). Also, we find sequences of the
processes

=0, =0, xt'=g+Ix,  wl=F4Ix

Passing from vectors of type (6) to vectors of type (8), we prove by induction
that the finite-dimensional distribution of x} is equivalent to that of X.
Therefore, the finite-dimensional distributions of the limits of these processes
in.the mean square coincide, i.e., x, and X,. The lemma is proved. |

3. Corollary. If &, o,(x), b(x) are nonrandom and if, in addition, they are
equal to &, 5,x), b(x), respectively, for all t e [0,T], x € E,, the processes
X, X, have identical finite-dimensional distributions. Furthermore, the process x,
does not depend on F,, and the process %, does not depend on %,.

This corollary follows from Lemmas 1 and 2 and the fact that all Wiener
processes have identical finite-dimensional distributions and that, for
example, w, = w, — w,, does not depend on %,

The formula mentioned at the beginning of the section can be found in
the next theorem. In order not to complicate the formulation of the theorem,
we list the conditions under which we shall prove the theorem.

Let Z be a separable metric space with metric p and let (w},%}) =
(W, %), 0i(x), bi(x) be defined for ze Z. We assume (in addition to the
assumption mentioned at the beginning of the section) that the functions
o} (x,w), b(x,w) are continuous with respect to z for all t, w, x and

M fOT [sup”af(x)“2 + sup ibf(x)[Z:I dt < oo

for all x.

4. Theorem. Suppose that the assumptions made before proving the theorem
are satisfied. Let the totality of variables

{w,05(x),bi(x):t € [0,T ], x € Ez}

be independent of %, for all z € Z. Further, let £ be an F,-measurable random
variable with values in E; and a finite second moment, let { be an % -measurable
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random function with values in Z. Finally, let y, be a solution of the equation

ye= &+ [ o) aw, + [ By )
We denote by x?* a solution of the equation
xXP¥ = x + J: oHxZ*) dw, + f(: bi(xZ™) dr. (10)

Let F(z,x;0.1) be a nonnegative measurable function on Z x C([0,T],E,).
Then

M{F(C,y[o,n)lg"o} = (L) (as.), (11)

D(z,x) = MF(z,x{5 ).

where

Proor. First we note that due to the conditions imposed, Eq. (9) and Eq. (10)
are solvable and, in addition, are continuous with respect to t¢. Further, it
suffices to prove Eq. (11) for functions of the form F(z,x,,, ... ,x,), where
{,...,4,€[0,T] and F(z,xs, ...,x,) is a bounded continuous function of
(z,x4, . . - ,x,)- In fact, in this case Eq. (11) extends in a standard manner to
all nonnegative functions F(z,x9 1), which are measurable with respect to a
product of a ¢g-algebra of Borel sets in z and the smallest g-algebra which
contains cylinder sets of the space C([0,T ],E,). It is a well-known fact that
the latter o-algebra is equivalent to the o-algebra of Borel sets of the metric
space C([0,T],E,).

In future, we shall consider functions F only of the type indicated.
Let A={z?;i>1} be a countable everywhere dense subset in Z. For
z e Z we denote by &,(z) the first member of the sequence {z} for which
p(z,2® < 27" It is easily seen that K,(z) is the measurable function of z and
that p(z,k,(z)) < 27" for all ze Z. In addition, we define the function x,(x)
as in the proof of Lemma 1.

By Lemma 1, almost surely

M {F(R(0), x589 %o}
=Y Y Xen=zmn=xM {F2X{5)|Fo}

ze A xel'y

Y Y K@= zrne=xP(EX) = DR, (O (12)

zeA xel'n

where we take the limit as n— oo. We agreed to consider only bounded
continuous functions F(z,x,r)) (moreover, of special type). Hence, the left
side of (12) yields the left side of (11), if we show that for some subsequence

{n'}
P {lim sup [xfr@xn'@ _ p | = 0} = 1. (13)

n—w t<T

In this case the right side of (12) yields the right side of (11) if we prove that
®(z,x) is a continuous function of (z,x).
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Since the variables &,(0), ,(£) are Z,-measurable, we can bring an indi-
cator of the set {¥,(() = z, k,(£) = x} under the sign of a stochastic integral.
Multiplying (10) by the indicator of the above set, bringing this indicator
under the integral signs, replacing the values z, x by values &, ({), x,(&),
which are equal to z, x on the set considered, and, finally, bringing the
indicator out, we have that on each set {k,({) = z, x,(¢) = x} the process
x* (@) satisfies the equation

X = K&) + [ o O0c) dw, + [ bEO(x,)db. (14

The combination of the sets {%,(() = z, k(&) = x} with respect to z € 4,
x € I, produces all Q. Hence x*9* satisfies Eq. (14) on Q. Comparing
(9) with (14), we have in accord with Theorem 5.9 that

M sup [xi-06 — 3,2 < NMe — 1,9

t<T

+ NM [ (16 9(y) — by
+ [le™ Oy — at'y)||] dt.

- Here |¢ — x,(&)| - 0 uniformly on @, 5%(y,) - bi(y,) for each t, due to
continuity of bf(x) with respect to z. Furthermore, [bf"“(y,)[* + [bYy))|?
does not exceed 4 sup, [b(0)|* + 4K?|y,|*.

The last expression is summable over dP x dt. Investigating ¢%(x) in a
similar way, we conclude using the Lebesgue theorem that

M sup |xfe@a® _ 12 _, 0,
t<T
This implies (13). For proving the continuity of ¢(z,x) with respect to
(z,x) it suffices to prove that for any sequence (z,,x,) — (z,x) there is a sub-
sequence (z,,X,) for which @(z,,x, ) @(zx). From a form of &(zx) we
easily find that it is enough to have

P{lim sup |xi " — x| = 0} = 1.
n—w t<T

The existence of such a subsequence {n'} for any sequence (z,,x,) con-
verging to (z,x) follows from the considerations which are very similar to the
preceding considerations concerning Eq. (13). The theorem is proved. [

5. Remark. The function MF(z,x{5*r)) is measurable with respect to (z,x).

Indeed, the set of functions F(z,xjo,r) for which &(z,x) is measurable
contains all continuous and bounded functions F. For these functions F,
®(z,x) is continuous even with respect to (z,x). From this we derive in a
usual way that the set mentioned contains all nonnegative Borel functions

F(Zax[O,T])-
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6. Exercise

Prove that the assumptions of Theorem 4 about the finiteness of

T
w 7 [suplotol + sup o

can be weakened, and that it is possible to require instead uniform integrability of the
values ||a%(0)||%, |bX(0)|* over dP x dt for z which run through each bounded subset Z.

Further, we consider the problem of computing a conditional expecta-
tion under the condition %, where s € [0,T]. We shall reduce this problem
to that of computing a conditional expectation under the condition %,
using a time shift. If the function F(xjo r-g) is defined on C([0, T — 5], E,)
and xpo, r—g € C([0, T — s}, E;), we denote by F(x, ) a value of F on the
function 6,x which is given by the formula (6,x), = x,,, for te [0, T — s].
Sometimes F(x, r;) is written as 0,F(x, r—). Similar notation can be used
for the functions F(xg, .)).

7. Theorem. Let the assumptions of Theorem 4 be satisfied. Further, let
se[0,T], and let { = {(w), ¢ = E(w) be Fo-measurable variables with values
in Z and E,, respectively. Finally, let 62 (x) and bZ, (x) be independent of w
for all t > 0.

Suppose the process y, satisfies the equation

T t
yo=E+ [ dby)dw, + [ by dr
forte[sT].
We define the process x> for t € [0, T — s] as a solution of the equation

Xy =X + f(: O':+,(X,.) dwr + f(: b:+r(xr) dr'

Then for any nonnegative measurable function F(z,Xxp, r-g) given on
Z x C([0, T — 5], E,),
M{F(C )| Zs) = 9L (as),

where
‘ B(2,x) = MF(zx{5"5 - o).

PROOF' Let Wz =W — W, % = 'g.’t+s’ it =Vi+ss 6f(x) = o.tz+s(x)a btz(x) :‘bf-Fs(x)'
It is seen that

Fo= &+ [y F(5)aw, + [ B, dr,

in this case &, { are %,-measurable, and W, is a Wiener process with respect
to &%,. By Theorem 4

M {F(Csy[s,T]) | ‘6/7.@} =M {F(Ca f[O, T—s]) | g’:O} = 5(C’f) (a.S.),
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where &(z,x) = MF(z,X5 r—5) and X7* is a solution of the equation
X, =X+ ﬁ: Gi(x,)dwW, + f; bi(x,)dr.

It remains to note that, by Corollary 3, the processes x{*%%, X% have
identical finite-dimensional distributions. Therefore &(z,x) = &(z,x), thus -
proving the theorem. O

The technique involving a time shift can be applied in the case where s is
a Markov time. The following fact, which we suggest the reader should prove
using the above technique, leads to the so-called “strong Markovian”
property of solutions of stochastic equations.

8. Exercise

Let 0,(x) = o(x), b,(x) = b(x) be independent of t and w, let © be a Markov time with
respect to {#,}, and let x; be a solution (it is given for each t) of the equation

dx, = o(x,) dw, + b(x,)dt, Xo = X.

Prove that in this situation for any x € E; and a nonnegative measurable function
F = F(x{0,)) given on C([0,00),E,),

M0.F|F} =MF  ({r <oo}-as),
where x indicates that in computing the conditional expectation one needs to take X5, .,

for the argument F, and x] indicates that first M,F = MF(x% ) is to be found and,
second, y is to be replaced by x}.

9. Remark. The assertions of Theorems 4 and 7 hold not only for nonnega-
tive functions F. This property of F was necessary to make the expressions
we dealt with meaningful. For example, Theorem 7 holds for any measurable
function F for which M|F({,y; )| < co. In fact, by Theorem 7

M{Fi(C7y[s,T])lg7s} = dj(i)(C,'f) (as.), (15)

where @,(z,x) = MF_(z,x{37 - ). In this case the left side of (15) is finite with
probability 1 for both the sign + and the sign —. In particular, the functions
D4(z.x), D(—)(z,x) are finite for those (z,x) which are values of ({(w),é(w)) on
some subset Q which has complete probability. Having subtracted from (15)
with the + sign, the same with the — sign, we find

M{FC )| = 20 (as), (16)

where @(z,x) = MF(z,x{37 - ); in this case the function ®(z,x) exists at any
rate for those (z,x) which are necessary for Eq. (16) to be satisfied.

Theorem 7 enables us to deduce the well-known Kolmogorov’s equation
for the case where o,(x) and b(x) do not depend on w.
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Denote by x* a solution of the equation
Xy =X +f; as+r(xr) dwr + f; bs+r(xr) dr, (17)

(@09 = 3.0 05,

L=l d ij 0? i bi 0
= L(t,x) = i,jz:1 a?(x) Axion + i;1 '(x)a_xi - c(x),

F(S’xlo, T —s]) = fOT - Ss+:(x) exp [ - f; Cs45(%y) dr:| de

+ g(xT—s) exp[_foT_s Cs+r(xr) dr}

v(s,x) = MF(SaxR)JfT—s])'

10. Theorem. Let ¢,(x), f,(x), g(x) be nonrandom real-valued functions, c¢,(x) > 0.
Let ofx), b(x), c(x), f(x), g(x) be twice differentiable in x, where neither
o,(x) nor b,(x) depends on w. Furthermore, let the foregoing functions and
their first and second derivatives with respect to x be continuous with respect
to (t,x) in a strip [0,T] x E,. In addition, let the product of the functions o(x),
b(x), c(x), fi(x), g(x) and their first and second derivatives and the function
(1 + |x|)™™ (functions and their derivatives) be bounded in this strip. Then the
function v(t,x) has the following properties:

L. [v(t.x)| < N(1 + |x|)" for all x € E,, t € [0,T], where N does not depend on
(t.x);

2. u(t,x) is once differentiable with respect to t, is twice differentiable with
respect to x, and, in addition, the derivatives are continuous in the strip
[O,T] X Ed:

3. forallte[0,T], xe E;

5% v(t,x) + Lov(t,x) + fi(x) = 0, v(T,x) = g(x). (18)

Moreover, any function which has properties (1)—(3) coincides with v in the
strip [0,T] x E,.

Proor. By assumption, ||o,(0)||, [b,(0)| are continuous. Therefore they are
bounded on [0,7] and

lox)|| + [b:(x)] < ||o:0)]] + [B,(0)] + K]|x] < N(1 + |x]),

where N does not depend on ¢, x. Furthermore, F(s,x{5"r-5) is a random
variable since F(s,x;o, r—5) i a measurable (even continuous) function on
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C([0,T —s],E,). From this and the assumptions |f(x)| < N(1 + |x|)",
lg(x)] < N(1 + |x])™ and ¢,(x) > 0 we deduce the first property of the func-
tion v if we use estimates of moments of solutions of a stochastic equation
(see Corollary 5.12).

Equation (17) makes sense, in general, only for t € [0, T — s]. It will be
convenient to assume further that the process xj* is defined for ¢ € [0,T]
for all s € (— 00,00), x € E,. As before, we define the process x{* as a solution
of Eq. (17), in which, having redefined the functions o(x), b(x) if necessary,
we extend these functions from the interval [0,T] to (— o0,00) defining
0{x) = o4(x), b(x) =b(x) for t > T and o,(x) = 64(x), b(x) = by(x) for
t < 0. By Theorem 8.6, the process xp* is twice ¥ B-differentiable with
respect to x. By virtue of the results obtained in Section 7 (see Lemmas 7.11
and 7.12), the above proves that the random variable F(s,x{5'r_ ) is twice
Z-differentiable with respect to x for each se {0,7], and also that the
function v(s,x) has all second derivatives with respect to x for each s € [0,7°].

In order to prove that the function v(s,x) is continuous with respect to
(s,x), we need only assume in (17) that p = (s5,x), x = &,(p), 05+.(y) = 6.(p,)),
bs+t(y) = bt(p’y)s Write cs+t(y) = C;(P,y), f;+t(y) = f;(p,y) in the expression
for F, and, in addition, make use of Corollary 8.2 as well as the results from
Section 7. Using similar notation, taking the first and second .# B-derivatives
of x;* with respect to x (see Remark 8.5), and the #-derivatives of F(x,s5{5 r— )
and applying Corollary 8.2 as well as the results from Section 7, we prove
that the first and second derivatives of v(s,x) with respect to x are continuous
with respect to (s,x).

This implies continuity of Luv(s,x) + f;(x) with respect to (s,x). Hence, if
the first relation in (18) has been proved, we have continuity of (6/0t)v(z,x).
It should be mentioned that the second relation in (18) is obvious. Therefore,
it remains only to prove that the derivative (8/0t)v(t,x) exists and the first
equality in (18) is satisfied. Furthermore, it suffices to prove this fact not
for (0/0t)v(t,x) but only for the right derivative of the function v(t,x) with
respect to t for ¢ € {0,T). Indeed, as is well known in analysis, if f(z), g(t) are
continuous on [0,7'] and if the right derivative f(z) is equal to g(¢) on [0,T),
then f(t) = g(¢) on [0,T]. We fix x and take t, > ¢, t,, ¢, € [0,T]. Further,
let s = t, — t,. By Theorem 7 (see Remark 9),

M{F(t2, X7 - )| F) = OO™)  (as), 19)

where @(y) = MF(t,,x{3"r _.,) = v(t3,y). Furthermore, simple computations
show that

F(tbx[o,T—z,]) = J: fu +2(%0) exp[—f; Cry +r(X,) d":l de

+ F(tZax[s, T—t1) CXP|: - f: ¢ +0(%)) d":l-
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From this and (19) we find
D(t2,X) = M [0 fo o OK05) P dt -+ Mot ) Wi, (20)

where ¥it* = exp[ — [§ ¢+, (%) dr]. _

Next, let w(y) be a smooth function with compact support equal to 1 for
|y = x| < 1. Also, let vy(t5,y) = v(t2,)W(), va(t2,¥) = v(t2,y) — v,(t2,3). We
represent the second term in (20) as the sum of two expressions starting from
the equality v = v; + v,. Using Ito’s formula, we transform the expression
which contains v,. Note that derivatives of v,(¢,,y) are continuous and
have compact support, and therefore bounded. We have

(t1,x) = v1(t2,X) + Mo,(t;, X" P> + MA, (21)
where

B = [ fo 0™+ Lty 101, x50} W dr

It is seen that v = v, at a point x. We replace the expression v,(t,,X) in
(21) by the expression v(t,,x) and carry the latter into the left-hand side of
(21). Further, we divide both sides of the equality by s =¢, — ¢, and, in
addition, we let ¢, | t,. By the mean-value theorem, due to continuity of the
expressions considered

D £09 + Lt a6 = £,09 + Lty ).

Moreover, |(1/s)h:"*| does not exceed the summable quantity

q
N(l + sup \xi""]) (22)

te{0,T]

for some suitable values of the constant N, ¢. Finally, v,(t,,y) =0 for
|y — x| <1, and, by property 1, [v,(t,,y)] < N(1 + |y)™. Hence |v,(t,.))] <
N|y — x|"** and by Corollary 5.12,

1 N
= Moy(t, x4 ")P* < — M sup x> — x|" T4 < Ns™2*1 - 0.
s s

t<s

The arguments carried out above enable us to derive from (21) that the
right derivative of the function v(t,x) exists at a point ¢t = t,, and also prove
that the derivative equals [ —f; (x) — Lo(ty,x)] for all ¢, € [0,T). As was
explained above, this suffices to complete the demonstration of properties
1-3 for the function v.

We prove the last assertion of the theorem concerning uniqueness of
solution of (18). Let u(t,x) be a function having properties 1-3. In accord
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with Ito’s formula for any R > 0

- 0
u(s,x) = M{u(s + 1R, X)W — fOR ‘Pf”‘l:a u(s + t,x;*)

+ L(s + t, x7 u(s + t, xf”‘):l dt}

= M{u(s PR [ L dt}, (23)

where 1, equals the minimum of T — s and the first exit time of x;** from
Sg. It is seen that 1z — T — s for R — co. Moreover, the expression in the
curly brackets under the sign of the last mathematical expectation in (23)
is continuous with respect to 7z and, in addition, it does not exceed a
summable quantity of the type (22). Therefore, assuming in (23) that R — oo,
using the Lebesgue theorem, we can interchange the sign of the limit and
the sign of the expectation. Having done this and, further, having noted that
u(T,x) = g(x), we immediately obtain u(s,x) = v(s,x), thus proving the
theorem. |

11. Remark. The last assertion of the theorem shows that v(s,x) depends
neither on an initial probability space nor on a Wiener process. The function
v(s,x) can be defined uniquely by the functions a,(x), b,(x), c/(x), f:(x), g(x),
i.e., by the elements which belong to (18). The function v(s,x) does not change
if we replace the probability space, or take another Wiener process, perhaps,
even a d,-dimensional process with d, # d,, or, finally, take another matrix
o(x) of dimension d x d,, provided only that the matrix g{(x)c¥(x) does
not change.

10. Ito’s Formula with Generalized Derivatives

Ito’s formula is an essential tool of stochastic integral theory. The classical
formulation of the theorem on Ito’s formula involves the requirement that
the function to which this formula can be applied be differentiable a suffi-
cient number of times. However, in optimal control theory there arises
a necessity to apply Ito’s formula to nonsmooth functions (see Section 1.5).

In this section, we prove that in some cases Ito’s formula remains valid
for functions whose generalized derivatives are ordinary functions. Moreover,
we prove some relationships between functions having generalized deriva-
tives and mathematical expectations. These relationships will be useful for
our further discussion.
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We fix two bounded regions D <« E;, Q < E;., in spaces E,; and E, ,,
respectively. Let d, be an integer, d, > d, let (w,,%,) be a d,-dimensional
Wiener process, let 6, = o,(w) be a matrix of dimension d x d,, let b, = b,(®)
be a d-dimensional vector, and, finally, let ¢, = ¢,(w) be real-valued. Further-

more, let

1 t
_ * —
a, = — 0,0y, (Pt“f c, dr,
2 0

d 2

0
L= Z ¢ o ow Zb‘al_ v

Assume that o,, b,, ¢, are progressively measurable with respect to {Z;}
and, in addition, for all t > 0

t t
M [lol2dr< oo, M [[|pldr<wm, =0
Under the assumption made above, for each x4 € E, the process
X, = Xg + f(: g, dw, + fot b,dr

is well-defined.
1. Theorem. Let s, xq be fixed, x4 € E;, s € (— c0,00). Also, let 7y be the first
exit time of the process (s + t,x,) from a region Q, let © be some Markov time
(with respect to {F,}) such that © < 1y, let ©;, be the first exit time of the pro-
cess x, from a region D, and, finally, let " be a Markov time not exceeding
Tp. Suppose that there exist constants K, § > 0 such that |jo(w)|| + |b{w)| +
cl{w) < K, (aAA) > 8|A]* for all 1 e E; and (w.t), which satisfy the inequality
t<tvt.

Then for any ue W3(D),ve W13Q),t >0

e u(x,)— e Pulx,) = J:T’ e~ Lu(x,)dr

+ f:l e *rgrad, u(x,)o, dw,,
—o _ v (0
e s+ 1,x)—e Pu(s+t,x)= ﬁ e’ a + L, )o(s + r,x,)dr

+ ﬁt e ?rgrad,v(s + r,x,)o, dw, (1)

almost surely on the sets {t' > t}, {t > t}, respectively. Furthermore, for any
ue WD), ve Wh(Q)

u(xp) = —M f:e—“”L,u(x,) dr + Me™*"u(x,),

v(s,x0) = —M f; e“"(g; + L,> v(s + r,x,)dr + Me ?v(s + 1,x,).
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Proor. We prove both the assertions of Theorem 1 in the same way via
approximation of u, v by smooth functions. Hence we prove the first assertion
only. i

Let a sequence v" € C!%(Q) be such that

o = vllse =0 [lp = v"lwrg = O,
l|lgrad. (v — ")*||a+ 1,0 = O
Further, let
t t
Y, = Xo + fo Ar<:0, AW, + fo Ar<:D,dr.

We note that y, = x, for t < t < oo, which can easily be seen for t < 7, and

which follows from the continuity property of y, and x, for t = 7 < c0. We
prove that the right side of Eq. (1) makes sense. Obviously, for r < t

’(ﬁ + L,> v(s+r1,x,)
or

b9
> v(s + r,x,)

d
< N[ Z |Dxixj(s + r,x,)l +
iLj=1

+ Z |sz(S +r, xr)l + ‘U(S +r, xr)l:]’
i=1

where N depends only on d, K. From this, using Theorem 2.4!' we obtain

- I3}
M J.O <5; + Lr) U(S + r, yr)
< N|jollw.2)- ' )]

dr=M J: xo(s +7,,) dr

0
<5‘ + L,) v(s + r,x,)

Similarly,
2

M lf(: e *rgrad, v(s + r, x, )0, dw,| < NM ﬁ: Xo(s +r, y,)|grad, o(s + r, y,)|* dr

< N|||grad, o]*||s+1, o- (3)
Further, we apply Ito’s formula to the expression v"(t,y,)e“. Then, we have
on the set {t < 7} almost surely

T 0
e V(s +1,x) —e V(s + t,x,) = J; e o (5 + L,) v(s + 1, x,) dr

+ J: feor grad, v"(s + r, x,)o,dw,. (4)

We pass to the limit in equality (4) as n — c0. Using estimates similar to
estimates (2) and (3), we easily prove that the right side of (4) tends to the
right side of (1).

The first assertion of Theorem 1 can be proved for the function u by an
almost word-for-word repetition of the proof given. The slight difference is

1 Tn Theorem 2.4, we need take for D any region such that (— 00,00) x D = Q.
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that if for v” the existence of the terms in (4) follows from the obvious bounded-
ness of 7(w), then a similar formula for proving the first assertion of the
theorem for u is valid since 7'(w) < oo (a.s.) and even M7’ < oo (in Theorem 2.4,
assume that s = 0, g = 1). The theorem is proved. O

Henceforth, when we mention this theorem we shall call the assertions
of the theorem Ito’s formulas.

The assumption that the process x, is nondegenerate is the most restrictive
assumption of Theorem 1. However, we note that the formulation of the
well-known Ito formula imposes no requirement for a process to be non-
degenerate when only differentiable functions are being considered. In the
next theorem the assumption about nondegeneracy will be dropped, and in
Ito’s formula instead of an equality an inequality will be proved.

Consider the case where a,, b,, and ¢, depend on the parameter x € E,.
We fix s e E,. Furthermore, for t > s, x € E,; let there be given: o(x), a
random matrix of dimension d x d,; b(x), a random d-dimensional vector;
¢(x) and f{(x), random variables. Assume that g, ,(X), by (X), Cs1X), frse(X)
are progressively measurable with respect to {#,} for each x, and that ¢(x),
f{x) are continuous with respect to x and bounded for (w,t,x) e Q x Q,
where Q, as before, is a bounded region in E,;, . Also, for all t > s, x and
ye E,;let

HO’,(X) - O't(y)“ + |bt(x) - bt(y)’ < K|x - y’:
lloX)|| + [bx)] < K(1 + |x]),
where K is a constant.

Under the above assumptions, for each x € E the solution x;** of the
equation

Xy =X + J‘(: O-s+r(xr) dwr + f(; bs+r(xr) dr

exists and is unique (see Theorem 5.7).
We denote by 73" the first exit time of (s + t, x{"*) from the region Q;

ax) = 50,907

d o 62 d . 0
L(x) = z a;/(x) Fr + Y, bi(x) e ¢, (x);

i,j=1 i=

t
o = [, condo™ .

2. Theorem. Let (s,x) € Q and, in addition, let a function v e C(Q) belong to
WY12(Q') for each region Q, which together with its closure lies in Q. Assume
that the derivatives of v can be chosen so that for some set I' = Q, for which
meas (Q\I') = 0, for all w and (t,y) € I the inequality

| 5+ 2 pen = £ ®
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can be satisfied. Then for any Markov time © (with respect to { #,}) not exceeding
6%

v(8,x) > Me " %v(s + 1,x) + M J: e f 1 (x) dt, 6)
where @, = @, x, = X~
Proor. In proving Theorem 2, we drop the superscripts s, x. First, we note
that in proving this theorem we can assume that t < 14, where Q' < Q' < Q.
Indeed, for all such Markov times let our theorem have been proved. We
take an arbitrary time 7 < 7. It is seen that 7y 1 75 and 7 A7y T 7 when the
regions @', while expanding, converge to Q. Substituting in (6) the variable
T A 1¢ for 1, taking the limit as Q' 1 Q, and, finally, noting that v is continuous
in Q, ¢, and x, are continuous with respect to ¢, and, in addition, T and f; ; (x,)
for t < 1 are bounded, we have proved the assertion of the theorem in the
general case.

Thus, let © < 7,,.. Further, we apply a rather ‘well-known method of per-
turbation of an initial stochastic equation (see Exercise 1.1.1). We consider
some d-dimensional Wiener process W, independent of {#,}. Formally, this
can be done by considering a direct product of two probability spaces: an
initial space and a space on which a d-dimensional Wiener process is defined.

We denote by x} a solution of the equation

x;l =X+ J.(; as+r(x;l) dwr + Snwt + f(; bs+r(x:-‘) dr:

where g, # 0, ¢, » 0as n — oo.

It is convenient to rewrite the last equation in a different form. Let 67(x)
be a matrix of dimension d x (d, + d), such that the first d, columns of the
matrix o}(x) form a matrix o,(x), and also the columns numbered d, + 1, ...,
d; + d form.a matrix ¢,J, where I is a unit matrix of dimension d x d.
Furthermore, we take a (d; + d)-dimensional Wiener process W, =
(wi, ... wh, %L ... %) Then

Xt = x + [ 07 () AR, + [ by () dr. ™

By Theorem 8.1, sup , ., |x;! — x,| = 0 as n — oo in probability for each ¢.
Therefore, there exists a subsequence {;} such that sup, ., |x}' — x,| - 0(as.)
as i —» oo and for each ¢. In order not to complicate the notation, we assume
that {n;} = {n}.

Let 73 be the first exit time of (s + ¢, x}) from Q'. It is not hard to show
that lim,, , g > 74 (a.s.). Hence, if we assume that

=1 Ainf 1},
n>i
then 7' <1y and t* - tasi — oo (as.).

Further, we apply Theorem 1 to v, Q’, x", ©* for n > i. Note that 7' < 6
for n > i. Moreover, v € W%(Q'). Next, it is seen that

xt<:'éw('o':+r(x;’)] + Ibs+t(x:‘)‘ + |cs+t(x1"‘)|) <N,
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where N does not depend on ¢, w, n. Finally,

2
8"
ay = O't x:)[a?(x: ] = a(x;) + P I,

2
€n
(a{‘l,/l) > ?Iilz

All the assumptions of Theorem 1 have been satisfied. Therefore, com-
puting for the process x; (see (7)) the operator L, appearing in Theorem 1,
and in addition, assuming that

t
0F = [ con xt)dr,
2

0
g0 = | = + L) [0(tx) + 2 du(t.x),
ot . 2
for n > i, we have ,
v(s5,x) = —M f: e gl (x) dr + Me™ “%u(s + T, x%). 8)

By the hypothesis of the theorem,

—xr(t:x)g7(x) = xr(EX)f(x) — xr(t, X) Av(t x).
Furthermore, by Theorem 2.4,

M J:‘ Xor(s +r,x7)dr < NHXQ\F“d+1,Hm =0.

Therefore, in integrating over r in the first expression in the right side of
(8), we can assume that (s + r, x;) € I'. From (8) we find

v(s,x) > M foﬂ e~ (X" dr + Me™%Fu(s + 1, x%)
o [ ot 4 ")d
-3 fo e v(s + r,xp)dr.

Because ©° does not exceed the diameter T of the region @', sup,.r
X} — x | —0as n— oo, f,.(y) and ¢, (y) are continuous with respect to
y, and 7 T 1 as i = oo, we conclude that in the last expression for v(s,x) the
first two terms in the right side as n — oo, then as i > o, yield the right
side of Eq. (6).

Therefore, for proving the theorem it remains only to show that

lim &M f |4v(s + r.x})|dr =
Making use of Theorem 2.2, we assume s =0, ¢, =1, F(c,a) = ¢, b, =
by

b xP), 1. =1, p =d, 0, = 05,,(x}). Note that, as was noted before, | <
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N 1= Nc, for t < 15, where N does not depend on n, and, moreover,
(det @) 4+ D = (det a?, (x1))M4+ D > (?_2;)4/(“ 1)
Therefore
&2M fotn |[4v(s + r, x7)| dr < g2e™™ j:n e”"|dv(s + r,x7)| dr
< g2e™ J:al e”"|dv(s + r,x})| dr
< Qi+ D21+ DT\ f;&’ e~"(detal, ,(x")1@+D

X (x| 4v|)(s + r, xF) dr

< 2di(d+l)8§/(d+ 1)eTN||xQ:|Av| “d+ 1 Hes

where N does not depend on n. The last expression tends to zero as n — o,
since v e W'(Q'). Therefore, the norm of that expression is finite. The
theorem is proved. M|

3. Remark. It is seen from the proof that if for all (t,w) the function f(x) is
upper semicontinuous, lim, ., f(x,) = f(x), the assertion of the theorem
still holds.

4. Corollary. If o,(x), b,(x), c,(x) do not depend on w and in addition,
L(x)v(t,x) + ov(t,x)/0t is a bounded continuous function of (t,x) € Q, we have
in the notation of the theorem

v(s,x) = Me ?v(s + 7,x) — M J: e 7 [Ls+,(x,)v(s +rx,)+ 2—v(s + r,x,):| dr.
1

5. Exercise to Theorem 1

(Compare [44, p. 39].) Letd > 2, x € (0,1), u = [(d — VA1 — o)] — 1, u(x) = x|, o{x) =
J2a(x), where a(x) = 6¥ + pu(x'x/|x|?). We take as D a sphere Sg, and also, we take
as x, some (possibly “weak”) solution of the equation dx, = o(x,)dw,, x, = 0. Let g, =
o(x),b,=0,¢,=0.

Show that second derivatives of u are summable with respect to D to the power
p = ad/(2 — «). (Note that p — d as a — 1.) Also, show that Lu(x,) = 0 (a.s.) and that
Ito’s formula is not applicable to u(x,).

6. Remark. In the case where Q = (0,7) x Sg, we have t%* =0 for s =0
in the notations introduced before Theorem 2. This suggests that it would
be useful to have in mind that if @ = (0,T) x S, one can take in Theorem 2
instead of ™" (in Theorem 1 instead of 74) the minimum between T — 5 and
the first exit time of the process x;** (respectively, the first exit time of the
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process x,) from Sg. For s = 0 this minimum is not in general equal to zero.
Thus we can derive meaningful assertions from Theorems 1 and 2.

In order to prove the validity of the remark made above, it suffices to
repeat word-for-word the proof of Theorems 1 and 2.

Notes

Section 1. The notations and definitions given in this section are of common usage.
Definition 2 as well as the concept of an exterior norm are somewhat special.

Sections 2, 3, 4. The results obtained in these sections generalize the corresponding
results obtained in [32, 34, 36, 40]. Estimates of stochastic integrals having a jumplike
part can be found in Pragarauskas [62].

Sections 5, 7, 8, 9. These sections contain more or less well-known results related
to the theory of Ito’s stochastic integral equations; see Dynkin [11], Liptser and
Shiryayev [51], and Gikhman and Skorokhod [24]. The introduction of the spaces
£, #Bis our idea.

Section 6. The existence of a solution of a stochastic equation containing measurable
coefficients not depending on time was first proved in [28] by the method due to
Skorokhod [70]. In this section we use Skorokhod’s method in the case when the
coefficients may depend on time. For the problem of uniqueness of a solution of a
stochastic equation as well as the problem of constructing the corresponding Markov
process, see [24, 28, 38]; also see S. Anoulova and G. Pragarauskas: On weak Markov
solutions of stochastic equations, Litovsky Math. Sb. 17(2) (1977), 5-26, also see the
references listed in this paper.

Section 10. The results obtained in this section are related to those in [2§, 341



