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one

The History of Panel Data Econometrics, 1861–1997

Preface

In his famous and influential monograph, The Probability Approach in Econo-
metrics, Haavelmo (1944) laid the foundations for the formulation of stochastic
econometric models and an approach that has dominated our discipline to this
day. He wrote:

. . .we shall find that two individuals, or the same individual in two different time
periods, may be confronted with exactly the same set of specified influencing factors
[and, hence, they have the same y∗, . . .], and still the two individuals may have different
quantities y, neither of which may be equal to y. We may try to remove such discrepancies
by introducing more “explaining” factors, x. But, usually, we shall soon exhaust the
number of factors which could be considered as common to all individuals, and which,
at the same time, were not merely of negligible influence upon y. The discrepancies
y − y∗ for each individual may depend upon a great variety of factors, these factors
may be different from one individual to another, and they may vary with time for each
individual. (Haavelmo, 1944, p. 50).

And further that:

. . . the class of populations we are dealing with does not consist of an infinity of
different individuals, it consists of an infinity of possible decisions which might be
taken with respect to the value of y.

. . . we find justification for applying them [stochastic approximations] to economic
phenomena also in the fact we usually deal only with – and are interested only in –
total or average effects of many individual decisions, which are partly guided by
common factors, partly by individual specific factors . . . (Haavelmo, 1944, pp. 51 and
56).

Marschak (1950) and (1953) further amplified Haavelmo’s themes in his
introduction to Cowles Commission Monographs 10 and 14, observing that:
The numerous causes that determine the error incurred . . . are not listed sep-
arately; instead their joint effect is represented by the probability distribution
of the error, a random variable (1950, p. 18) [, which] . . . is called ‘disturbance’
or ‘shock,’ and can be regarded as the joint effect of numerous separately

1
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insignificant variables that we are unable or unwilling to specify but presume
to be independent of observable exogenous variables. (1953, p. 12).

Since the early work of Mundlak (1961) and Balestra and Nerlove (1966),
panel or longitudinal data have become increasingly important in economet-
rics, and methods for the analysis of such data have generated a vast literature,
the history of which is selectively recounted in the essay that follows. A recur-
rent theme in this historical essay is the interpretation of what is not observed;
that is, the disturbances in the relationships about which we wish to draw in-
ferences and the proper interpretation of these disturbances. In the beginning,
Sir George Biddell Airy’s 1861 monograph on astronomical observations made
essentially the same point.

The stochastic elements in the analysis, which are reflected in the unob-
served variables characterizing individual heterogeneity and heterogeneity of
individual decisions, lie at the heart of econometric analysis. Some conclusions
that may be drawn from the historical overview presented in this essay are as
follows:

(a) One of the main reasons for being interested in panel data is the unique
possibility of uncovering disaggregate dynamic relationships using such
data sets.

(b) In a dynamic context, one of the primary reasons for heterogeneity
among individuals is the different history that each has.

(c) If the relevant “population” is, following Haavelmo, the space of possi-
ble decisions, different past histories take the form of individual specific
random variables that are generally correlated with all of the variables
taken as explanatory, not just the lagged values of the endogenous vari-
able. The former, therefore, cannot be conditioned upon in the usual
way.

History is important, not only because

“Whereof what’s past is prologue, what’s to come, . . .”
The Tempest, II, i, 247

but also because

“Those who cannot remember the past are condemned to repeat it.”
George Santayana, The Life of Reason, Vol. 1, 1905.
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The History of Panel Data Econometrics, 1861–19971

Whereof what’s past is prologue, what’s to come, . . .

The Tempest, II, i, 247

1. introduction

I was asked a while ago to discuss the future of panel data econometrics. Being
rather bad at forecasting, I took my cue from Prospero’s line in The Tempest,
quoted above, and reviewed instead the history of panel data econometrics
from Hildreth (1950) down to Mátyás and Sevestre’s monumental handbook
(1996) and the Paris Conference of 1997. This essay is the fruit of that endeavor.
Alain Trognon (2000) discusses much more fully more recent developments
emphasizing more than me the internal methodological momentum of the
subject. Our conclusions regarding the future, such as they are, are not greatly
at variance. The future of panel data econometrics I hope for is much like its
past, viewed in a long-term perspective. Our concern has been, and I hope will
continue to be, with the best way to formulate statistical models for inference

1 An earlier version of this essay was presented at the Ninth International Conference on Panel
Data, June 22–23, 2000, Geneva, Switzerland, at the session on “The Future of Panel Data
Econometrics.” The research on which it is based was supported by the Maryland Agricul-
tural Experiment Station.

The essay is dedicated to the memory of Zvi Griliches (1930–1999) and G. S. Maddala
(1933–1999), who both contributed greatly to the development of panel data econometrics. It
also marks the fiftieth anniversary of the first paper ever in panel data econometrics (Hildreth
1950), regrettably unpublished to this day.

A portion of the present survey is freely adapted from Nerlove (Chapter 19, “Analysis
of Panel Data,” 1999a). I am indebted to John Aldrich, Ramon Lopez, and Patrick Sevestre
for helpful comments on earlier partial drafts. Anke Meyer read and commented on several
earlier drafts, as well as the present one. Appendix D is based on an unpublished paper by
Karlsson and Skoglund and on the work of Pietro Balestra contained in a personal commu-
nication to me.

4



P1: GHO/LPH P2: GFM/LPH/GQE/GZR/GIO QC: ./. T1: .

Cb442-01 CB442-Nerlove April 27, 2002 10:43 Char Count= 0

The History of Panel Data Econometrics, 1861–1997 5

motivated and shaped by substantive problems and our understanding of the
processes generating the data at hand to resolve them. If the present trend
toward increasing internalization pointed out by Trognon continues, however,
these hopes may be unrealized. The principal factors in the research environ-
ment affecting the future course of panel data econometrics, in contrast to its
past, are the phenomental growth in the computational power available to the
individual researcher at his or her desktop and the ready availability of data
sets, both large and small, via the Internet. Whether these factors will lead to
increasing proliferation of “special” methods applied to a few “illustrative”
data sets or to a broader, more comprehensive analytical framework and the
analysis of a greater variety of data, I cannot say. I also hope that increased
understanding of panel data econometrics will lead to more sophisticated de-
sign of surveys for the collection of panel data, and thus to a greater variety
of data appropriate for the analysis of important and relevant policy issues,
although by no means a certain outcome given the present academic climate
in which we work.

Observations on many individual economic units (firms, households, geo-
graphical areas, and the like) over a period of time are said to be a “panel data
set.” For example, in Balestra and Nerlove (1966), data on thirty-six U.S. states
over a thirteen-year period were used in the analysis. Panel data may be con-
trasted with pure cross-section data, observations on individual units at a point
in time, and with pure time-series data, observations, usually of an aggregate
nature, over time without any “longitudinal” dimension. For some purposes,
it may be useful to view a cross section as a panel with time dimension 1.
Panel data are sometimes treated as “cross sections over time” or “pooled”
cross-section time-series data, but this terminology leaves open the question
of whether or not the cross sections over time refer to identical individuals.2

Panel data offer several important advantages over data sets with only a
temporal or a longitudinal dimension. First, more observations are generally
available than with conventional time-series data, although cross-section data
sets are often very large.

Second, because panel data are not so highly aggregated as typical time-
series and because, in the best of circumstances, we observe the same individual
units through time, more complicated dynamic and behavioral hypotheses can
be tested than those that can be tested using unidimensional data. In the next
section, I argue that economic behavior is inherently dynamic so that most
econometrically interesting relationships are explicitly or implicitly dynamic.3

2 Verbeek (1996) gives a useful survey of methods used to treat repeated cross sections, not
necessarily involving the same individuals, which is apropos in this context.

3 The dynamic component is not always obvious. For example, any relationship that involves a
stock or a flow based on a stock, which is, in turn, a result of the past decisions we are trying to
explain or related to them, will constitute a dynamic element of greater or lesser importance
to the behavior modeled. A particularly insidious example is family size and composition
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Finally, the use of panel data may also provide a means for analyzing more
fully the nature of the latent, or unobserved, disturbance terms in the econo-
metric relationships. These disturbances are supposed to measure the effects
of all sorts of left-out factors and, as such, may frequently be subject to the
objection that some of them are correlated with the included explanatory
variables. Not only do panel data frequently provide the opportunity for in-
troducing many more explanatory variables and more complicated dynamics,
but they also permit us to model more explicitly the latent disturbances them-
selves as components common to all individuals at a point in time and as
time-persistent components. The problem of latent individual heterogeneity
is the central problem in panel data econometrics.

Panel data need not be restricted to two dimensions, one of which is time:
for example, many types of cross-sectional survey data are obtained through
“cluster” sampling. Certain geographical units are first selected (e.g., villages),
then individuals are sampled within each village. Thus, the village from which
an individual observation comes may be thought of as one dimension of the
data, just as in a traditional panel the time period associated with an obser-
vation on an individual is a dimension of the data. Thus, panel data methods
are of special importance in research in developing countries, which may not
have a long tradition of statistical data collection and for which, therefore, it
is generally necessary to obtain original survey data to answer many signifi-
cant and important questions. But it undoubtedly remains true that the most
important use of panel data and methods is in the analysis of dynamic models
of behavior over time.

In the following section, I discuss the early development of panel data sta-
tistical methods from their introduction by Airy in 1861 for the analysis of
astronomical data, through the work on human heredity of Galton and Fisher,
development of fixed-effects ANOVA by Fisher and his disciples, down to re-
cent work on variance-components or random-effects models in the analysis of
animal breeding experiments. In Section 3, I take up the thread in economet-
rics, focusing on the earliest work of Hildreth, Hoch, Mundlak, and Balestra
and Nerlove, culminating in the First Paris Conference on Panel Data Econo-
metrics of 1977. In Section 4, I continue the story more selectively dealing
with the work on specification tests, dynamic models, and estimation of lim-
ited dependent panel data models during the period leading up to the twentieth
anniversary conference held in Paris in 1997. Finally, I draw a somewhat pes-
simistic conclusion about the future of panel data econometrics based on my
reading of its past history.

in cross-section studies of farm households, in which past fertility decisions and decisions to
invest in the health and nutrition of children partly determine demographic variation across
families at a given time.
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2. in the beginning: astronomy, agronomy, and statistics

“Those who cannot remember the past are condemned to repeat it.”
George Santayana, The Life of Reason, Vol. 1, 1905.

a. Fixed- versus Random-Effects Models

Both so-called fixed-effects models and random-effects models have a long
history in statistics.4 It is a theme that runs through the history of the subject
that I emphasize in this essay.

The origins of least squares in the astronomical work of Gauss (1809) and
Legendre (1805) are well known.5 And the relation of least squares to the
analysis of variance as developed by R. A. Fisher (1918, 1925) is widely appre-
ciated. In the Gauss-Legendre formulation, the independent or explanatory
variables are treated as fixed and the dependent variable as subject to error.
The conventional interpretation of Fisher’s formulation of the analysis of vari-
ance is as an extension of least-squares theory, but, as Eisenhart (1947) points
out, this was not the only interpretation Fisher placed on his analysis. In (1925,
Chapter 7, especially Section 40), Fisher interprets the intraclass correlation
in analysis of variance terms and, in this discussion, implies a random-effects
formulation. Eisenhart (1947, pp. 3–5) is the classic locus of the distinction.
He writes:

. . . analysis of variance can be, and is, used to provide solutions to problems of
two fundamentally different types. These two distinct classes of problems are:

Class I: Detection and Estimation of Fixed (Constant) Relations Among Means of
Sub-Sets of the Universe of Objects Concerned. This class includes all of the usual
problems of estimating and testing to determine whether to infer the existence of,
true differences among “treatment” means, among “variety” means, and, under cer-
tain conditions, among “place” means. Included in this class are all the problems
of univariate and multivariate regression and of harmonic analysis. With respect to
problems of estimation belonging to this class, analysis of variance is simply a form
of the method of least squares . . . .

Class II: Detection and Estimation of Components of (Random) Variation Asso-
ciated with a Composite Population. This class includes all problems of estimating,
and testing to determine whether to infer the existence of components of variance
ascribable to random deviation of the characteristics of individuals of a particular
generic type from the mean values of these characteristics in the ‘population’ of all
individuals of that generic type, etc. In this sense, this is the true analysis of vari-
ance, and the estimation of the respective components of the overall variance of a
single observation requires further steps beyond the evaluations of the entries of

4 Accounts are given, inter alios, by Scheffé (1956); Anderson (1978); and Searle, Casella, and
McCulloch (Chapter 2, 1992).

5 In Nerlove (Chapter 1, The Likelihood Principle, 1999), I retell the story emphasizing the
relation of least squares to likelihood methods for the optimal combination of observations.
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the analysis-of-variance table itself. Problems of this class have received consider-
ably less attention in the literature of the analysis of variance than have problems of
Class I. . . .

. . . the mathematical models appropriate to problems of Class I differ from the
mathematical models appropriate to problems of Class II and, consequently, so do
the questions to be answered by the data.

The typical problem addressed by models of Class I is the analysis of ex-
perimental data such as occur in agronomic investigations, while the typical
problem addressed by models of Class II is the analysis of nonexperimental,
observational data such as are the norm in astronomical or economic investi-
gations. Scheffé (1956) calls Class I “Model I” or the fixed-effects model, and
Class II “Model II” or the “random-effects model.” Often, if the effects are
assumed to be independent of one another and random, Model II is the basis
for an analysis of variance components. In the random-effects model, all ef-
fects are assumed to have zero mean, which can be enforced by assuming some
fixed effects such as an overall mean. And, as usual in regression formulations,
any mean may be regarded as a function of observed variables with unknown
parameters. Moreover, even in a purely fixed-effects model, there is always at
least one random effect called the error. In an experimental context, random-
ness of this error and independence from any fixed effects included is often
enforced by randomizing aspects of the experiment reflecting uncontrolled
variation. But in any model, some effects are always assumed random and
others fixed. Scheffé (1956, pp. 254–255) writes: “We see that in formulating a
model one must ask for each factor whether one is interested individually in
the particular levels occurring in the experiment or primarily in a population
from which the levels in an experiment can be regarded as a sample: the main
effects are accordingly treated as fixed or as random. (It is conceivable that
for two different purposes the same data might be analyzed according to two
different models in which the same main effects are regarded as fixed or as
random effects.) Interactions between several factors are naturally treated as
fixed if all these factors have fixed effects and as random if one or more of these
factors have random effects.” It is clear that Scheffé is thinking primarily in
terms of data generated by experimentation. To make the distinction between
fixed and random effects clear, however, it is useful to consider two extreme
examples in which the contrast between experimental and nonexperimental
data is made clear.

b. An Example in Which Mostly Fixed Effects Are Appropriate

Suppose we are evaluating two varieties of high-yielding rice. We want to
know how each variety responds to fertilizer application and to water avail-
ability, so we design an experiment in which each variety is planted several
times over and is subjected to various determined and accurately measured
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levels of fertilizer and water application. At the end of the day, we measure
the yield of each variety on each plot and for each combination of fertilizer
and water application. If we have designed the experiment well, varieties are
allocated to plots and treatments in a random manner. Clearly, there are a
great many unobserved factors affecting the yields of each variety observed
besides water availability and level of fertilizer application, most of which have
to do with the particular plot. Suppose that we distinguish three levels of fertil-
izer application: low, medium, and high; and three levels of water application:
low, medium, and high. The standard fixed-effects ANOVA model consists of
an overall mean, a main effect for each of the factors: variety, fertilizer, and
water, represented respectively by one, two, and two parameters; three bivari-
ate interaction effects; and one trivariate interaction.6 The treatment levels
and varieties can be represented by dummy variables with appropriate restric-
tions, so that this ANOVA problem can be treated as a regression problem
in which rice yield is the dependent variable and the observed independent
variables are the dummies and various products thereof, the disturbance is
assumed to be a random variable, independent of variety and treatment lev-
els, which represents all the left-out variables associated with plot. This is the
kind of problem Fisher (1925) considered in detail. The important thing to
note is that variety and fertilizer and water treatment levels are fixed by the
experimenter; there is no thought that they might have been selected from a
larger, possibly unknown, population of varieties or levels. On the other hand,
the plot effects can be considered random draws from an unknown population
of unobserved plot-specific factors. In an experimental context, these effects
are “controlled” by randomization.7

c. An Example in Which Mostly Random Effects
Are Appropriate; Airy’s Problem

For my next example, I turn to a quintessentially nonexperimental science,
astronomy (at least it used to be so!). It is perhaps no accident that much of
the early work of Gauss, Legendre, Laplace, and others of those who founded
statistics was done in an astronomical context. As remarked, fixed-effect

6 If there are Q variables, there are, in general, ( Q
k ), k = 1, . . . , Q main and interaction effects.

If all of them are present, the model is called saturated. If each variable is categorical, as is
the case in the example, it does not require the number of parameters equal to the product of
the number of categories for each variable included in an interaction to represent that effect,
but a considerably lesser number since the ANOVA restrictions imply that the unconstrained
parameter values sum to zero over any index. In the case discussed, for example, there are
only two parameters required for each main effect, but four for each bivariate interaction,
and eight for the single trivariate interaction. See Nerlove and Press (1978, 1986).

7 This was not always so. Fisher’s battles with the experimental establishment to introduce
randomization into experimental design, which had been heretofore systematic, are described
in detail in Box (1978, pp. 140–166).
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models have their origin in the work on least squares of Gauss and Legendre,
who were concerned with the optimal combination of astronomical observa-
tions, but the random-effects or variance-components models also originated
in the attempts of nineteenth-century astronomers to make sense of their ob-
servations. In a monograph published in 1861, George Biddell Airy makes
explicit use of a variance-component model for the analysis of astronomical
panel data.8 Here is how (1861, p. 92) Airy puts the problem (note that what
Airy calls a Constant Error, we would call a random day effect):

When successive series of observations are made, day after day, of the same measur-
able quantity, which is either invariable . . . or admits of being reduced by calculation
to an invariable quantity . . . ; and when every known instrumental correction has
been applied (as for zero, for effect of temperature upon the scale, etc.); still it will
sometimes be found that the result obtained on one day differs from the result ob-
tained on another day by a larger quantity than could have been anticipated, the idea
then presents itself, that possibly there has been on some one day or on every day,
some cause, special to the day, which has produced a Constant Error in the measures
of that day. It is our business now to consider the evidence for, and the treatment of,
such constant error.

Continuing (pp. 93–94), Airy writes:

First, it ought, in general, to be established that there is possibility of error, constant
on one day but varying from day to day . . . . suppose . . . that we have measured the
apparent diameter of Jupiter. It is evident that both atmospheric and personal circum-
stances may sensibly alter the measure; and here we may admit the possibility of the
error. . . . Now let us take the observations of each day separately, and . . . investigate
from each separate day the probable error of a single measure. We may expect to
find different values (the mere paucity of observations will sufficiently explain the
difference); but as the different observations on the different days either are equally
good, or (as well as we can judge) have such a difference in merit that we can ap-
proximately assign the proportion of their probable errors, we can define the value of
error for observations of the standard quality as determined from the observations
of each day; and combining these with greater weight for the deductions from the
more numerous observations, we shall have the final value of the probable error of
each observation not containing the effects of the Constant Error.

8 Reference to and a brief discussion of Airy’s work (1861) are found in Scheffé (1956), who
credits Churchill Eisenhart for the reference. George Biddell Airy was born July 27, 1801, at
Alnwick, Northumberland, England, and died six months short of his ninety-first birthday at
Greenwich, England, on January 2, 1892. He went down to Cambridge to study mathemat-
ics, becoming successively Senior Wrangler in 1823, Fellow of Trinity College in 1824, and
Lucasian Professor of Mathematics in 1826, a professorship once held by Isaac Newton. He
was appointed Astronomer Royal of England and Director of the Royal Observatory at
Greenwich in 1835, a post he held until 1881. He was knighted by Queen Victoria in 1872.
Although the Greenwich meridian, Longitude 0◦, had been used by seafarers since 1767 as
a reference point for time and longitude (Sobel, 1995, p. 166), it was Airy’s precise measure-
ment of the location of the meridian by means of an instrument he invented that made it the
universal standard.
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Airy goes on, on subsequent pages, to develop verbally the following model:
Let us observe the phenomenon, say the apparent diameter of Jupiter, on I
nights, with Ji observations being made the ith night. Let the measurement be
yi j ; then

yi j = µ + δi + εi j , j = 1, . . . , Ji , i = 1, . . . , I, (1)

where µ is the “true” value, and {δi } and {εi j } are random effects with the
following interpretation: δi is what Airy calls the Constant Error associated
with day i, what we would call the “day effect”; that is, the atmospheric and
personal circumstances peculiar to the ith night, and εi j is all the rest, or the
errors about the conditional mean, µ + δi , on the ith night. He assumes that the
εi j and δi are each independently and identically distributed and independent
of each other and have zero means. Let the variances of δ and of ε be σ 2

δ and
σ 2

ε , respectively, and suppose, for simplicity, J equals numbers of observations
each night (a balanced panel). To make his point, Airy wants to reject the
hypothesis that σ 2

δ = 0. He computes an estimate of the “within” variance for
each night i as

σ̂ 2
ε,i = 1

J − 1

J∑
j=1

(yi j − ȳi.)2,

and then takes the arithmetic mean of the square roots to estimate the root
of σ 2

ε :

σ̂ 2
ε =

(
1
I

I∑
i=1

√
σ̂ 2

ε,i

)2

.

To estimate σ 2
δ Airy uses not the between-nights sum of squares, but rather

the corresponding mean absolute deviation:

d = 1
I

I∑
i=1

|ȳi. − ȳ..|.

He then calculates an approximate probable error for d from a standardized
normal by replacing σ 2

ε by σ̂ 2
ε and µ by ȳ... The calculated value of d being

larger than this value, Airy rejects the hypothesis of no night effect. If the
details of Airy’s analysis seem a bit clumsy from a modern point of view, the
spirit of his model and calculations are surprisingly up-to-date.

Only a few years later, William Chauvenet (1863) published the first edition
of his two-volume text in spherical astronomy, which became the standard
reference work until the end of the century.9 His calculations of the probable

9 William Chauvenet (1820–1870) was professor of mathematics at the U.S. Naval Academy in
Annapolis from its founding in 1845 until his departure for Washington University in St. Louis
in 1859, where he ultimately became Chancellor of the University. His book, A Manual of
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error of transit observations (1863; fifth edition, 1889, pp. 194–200) uses the
estimate

Var(ȳ..) = 1
I

(
σ̂ 2

δ + 1
J

σ̂ 2
ε

)
.

Clearly the random-effects model for the analysis of panel data was well estab-
lished long before Fisher wrote about the intraclass correlation in 1925. Indeed,
Francis Galton (1889) introduced the concept, although under another name,
and used a variance-components model in his work on human inheritance and
his anthropometric investigations. See Stigler (1999, p. 182).10

d. Fisher

The terms variance and Analysis of Variance were both introduced by R. A.
Fisher in his famous and seminal papers on quantitative genetics (1918a) and
(1918b).11 The concepts and methods of both fixed-effects and random-effects
models were elaborated greatly in Fisher (1925), especially in Chapters 7 and
8, “Intraclass Correlations and the Analysis of Variance” and “Further Ap-
plications of the Analysis of Variance.” But Fisher was never clear on the
distinction between the fixed-effects model and the random-effects model. In
Sec. 40, Chapter 7 (page references are to the 1970 reprint of the 14th edi-
tion), Fisher (1925, reprinted 1970, p. 234) writes the usual ANOVA table for
assessing the significance of the variation of the heights of brothers from the
same family across families (i.e., the table appropriate for the question can the
family “effect” account for a significant part of the total variation in heights).
He then goes on to interpret the problem in terms of the proportion of vari-
ance attributable to the “family effect,” with a clear “random-effect” flavor
(pp. 225–226):

Let a quantity be made up of two parts, each normally and independently distributed;
let the variance of the first part be A, and that of the second part B; then it is easy to
see that the variance of the total quantity is A + B. Consider a sample of n ′ values
of the first part, and to each of these add a sample of k values of the second part,
taking a fresh sample of k in each case. We then have n ′ families of values with k in
each family. In the infinite population from which these are drawn [italics supplied]
the correlation between pairs of members of the same family will be

ρ = A
A+ B

.

Theoretical and Practical Astronomy, went through many editions, the fifth and last, to which
I have had access, being published in 1889.

10 Hald (1988, p. 675) mentions two additional precursors of Fisher: Edgeworth (1885) and
Thiele (1903).

11 See also Moran and Smith (1966). Fisher (1918b) was the paper submitted first to Biometrika
that Pearson rejected as editor. Relations between the two men were never the same after
that!


