
Preface

Survival and event history analysis have developed into one of the major areas of
biostatistics, with important applications in other fields as well, including reliability
theory, actuarial science, demography, epidemiology, sociology, and econometrics.
This has resulted in a number of substantial textbooks in the field. However, rapidly
developing theoretical models, combined with an ever-increasing amount of high-
quality data with complex structures, have left a gap in the literature. It has been our
wish to provide a book that exposes the rich interplay between theory and applica-
tions. Without being unnecessarily technical, we have wanted to show how theoreti-
cal aspects of statistical models have direct, intuitive implications for applied work.
And conversely, how apparently disparate and complex features of data can be set
in a theoretical framework that enables comprehensive modeling.

Most textbooks in survival analysis focus on the occurrence of single events. In
actual fact, much event history data consist of occurrences that are repeated over
time or related among individuals. The reason for this is, in part, the development
toward increased registration and monitoring of individual life histories in clinical
medicine, epidemiology, and other fields. The material for research and analysis is
therefore more extensive and complex than it used to be, and standard approaches
in survival analysis are insufficient to handle this.

It is natural to view such life histories as stochastic processes, and this is the ba-
sic idea behind our book. We start with the now classical counting process theory
and give a detailed introduction to the topic. Leaving out much mathematical detail,
we focus on understanding the important ideas. Next, we introduce standard sur-
vival analysis methods, including Kaplan-Meier and Nelson-Aalen plots and Cox
regression. We also give a careful discussion of the additive hazards model. Then
we extend the use of the counting process framework by counting several events for
each individual. This yields very fruitful models, especially when combined with the
additive hazards model. We further include time-dependent covariates, or marker
processes, to define what we term dynamic path analysis, an extension of classi-
cal path analysis to include time. This allows us to explicitly analyze how various
processes influence one another. Most of this is new, or very recently developed,
material.
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Another new aspect of the book is the explicit connection drawn between event
history analysis and statistical causality. The focus is on causal formulations where
time is explicitly present, including ideas like Granger causality, local independence,
and dynamic path analysis.

Unique to this book is the emphasis on models that give insight into the rather
elusive concept of hazard rate, and the various shapes the hazard rate can have. The
effect of unobserved heterogeneity, or frailty, is broadly discussed with focus on
a number of artifacts implied by the frailty structure as well as on applying these
models to multivariate survival data. A new class of process-based frailty models
is introduced, derived from processes with independent increments. We also study
models of underlying processes that, when hitting a barrier, lead to the event in ques-
tion. It is emphasized that frailty is an essential concept in event history analysis,
and wrong conclusions may be drawn if frailty is ignored.

The applied aspect of the book is supported by a range of real-life data sets. Most
of the data are well known to us through active collaboration with research groups in
other fields. By necessity, some of the examples based on them have been simplified
to achieve a more pedagogical exposition. However, we have made a strong effort
to keep close to the relevant research questions; in particular, our three case studies
are intended as more or less full-blown analyses of data of current interest.

Hence, the book contains a lot of new material for both the practicing statistician
and those who are more interested in the theory of the subject. The book is in-
tended primarily for researchers working in biostatistics, but it should also be found
interesting by statisticians in other fields where event history analysis is of impor-
tance. The reader should have some theoretical background in statistics, although
the mathematics is kept at a “user” level, not going into the finer theoretical details.

The book should be well suited as a textbook for graduate courses in survival
and event history analysis, in particular for courses on the analysis of multivariate or
complex event history data. Some exercises are provided at the end of each chapter,
and supplementary exercises, as well as some of the datasets used as examples, may
be found on the book’s Web page at www.springer.com/978-0-387-20287-7.

A number of friends and colleagues have read and commented on parts of this
book, have participated in discussion on themes from the book, or have provided
us with data used as examples, and we want to thank them all: Per Kragh Andersen,
Vanessa Didelez, Ludwig Fahrmeir, Johan Fosen, Axel Gandy, Jon Michael Gran,
Nina Gunnes, Robin Henderson, Nils Lid Hjort, Niels Keiding, Bryan Langholz,
Stein Atle Lie, Bo Lindqvist, Torben Martinussen, Sven Ove Samuelsen, Thomas
Scheike, Finn Skårderud, Anders Skrondal, Halvor Sommerfelt, Hans Steinsland,
Hans van Houwelingen, and Stein Emil Vollset.

Hege Marie Bøvelstad and Marion Haugen did an invaluable job making graphs
for a number of the examples. They also fearlessly took on the daunting task of
preparing all our references, saving us long hours of tedious work.

Preliminary versions of the book have been used as the text for a graduate
course in survival and event history analysis at the University of Oslo and for a
Nordic course organized as part of a Nordplus program for master-level courses in
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biostatistics. We thank the students at these courses, who gave valuable feedback
and pointed out a number of typos.

Most of the work on the book has been done as part of our regular appointments
at the University of Oslo (Odd O. Aalen and Ørnulf Borgan) and the Norwegian
Institute of Public Health (Håkon K. Gjessing), and we thank our employers for giv-
ing us time to work on the book as part of our regular duties. In addition, important
parts of the work were done while the authors were participating in an international
research group at the Centre for Advanced Study at the Norwegian Academy of
Science and Letters in Oslo during the academic year 2005–2006. We express our
gratitude to the staff of the center for providing such good working facilities and a
pleasant social environment.

Oslo Odd O. Aalen
January 2008 Ørnulf Borgan

Håkon K. Gjessing



Chapter 2
Stochastic processes in event history analysis

Event histories unfold in time. Therefore, one would expect that tools from the the-
ory of stochastic processes would be of considerable use in event history analysis.
This is indeed the case, and in the present chapter we will review some basic con-
cepts and results for stochastic processes that will be used in later chapters of the
book.

Event histories consist of discrete events occurring over time in a number of
individuals. One can think of events as being counted as they happen. Therefore,
as indicated in Section 1.4, counting processes constitute a natural framework for
analyzing survival and event history data. We shall in this chapter develop this
idea further, and in particular elaborate the fundamental martingale concept that
makes counting processes such an elegant tool. In this book the focus is on mod-
els in continuous time. However, as some concepts and results for martingales and
other stochastic processes are more easily understood in discrete time, we first, in
Section 2.1, consider the time-discrete case. Then, in Section 2.2, we discuss how
the concepts and results carry over to continuous time. To keep the presentation
fairly simple, we restrict attention to univariate counting processes and martingales
in this chapter. Extensions to the multivariate case are summarized in Appendix B.

With processes unfolding over time, one will also naturally come across pro-
cesses that do not consist of discrete jumps of unit size, like counting processes do,
where each jump corresponds to the occurrence of an event. For instance, one may
imagine that an event is really just a manifestation of some underlying process that
could be continuous; for example, a heart attack may occur when a blood clot grows
beyond a certain size. In general there may be the idea of some continuous underly-
ing process crossing a threshold and producing an event (cf. Chapter 10). This way
of thinking is very natural and useful, and we shall apply some continuous stochastic
processes. The most basic continuous stochastic processes is the Wiener process (or
Brownian motion), which has independent increments that are normally distributed
with mean zero and variance proportional to the length of the time interval. A re-
view of the basic properties of the Wiener process is provided in Section 2.3.1, while
a more extensive review and discussion of the more general diffusion processes is
provided in Appendix A.4.
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42 2 Stochastic processes in event history analysis

Transformations of Wiener processes arise as limits of martingales associated
with counting processes when the number of individuals increases. Such approxima-
tions, which are given by the martingale central limit theorem, play an essential role
in the statistical analysis of models based on counting processes. In Sections 2.3.2
and 2.3.3 conditions under which the martingale central limit theorem hold are dis-
cussed and formally stated.

The idea of independent increments is fundamental in stochastic process the-
ory. From statistical inference one is well acquainted with the independent identi-
cally distributed random variables that form the basis of many statistical models. In
stochastic process theory we have the Poisson and Wiener processes with their sta-
tionary and independent increments (cf. Sections 2.2.4 and 2.3.1). More general pro-
cesses with stationary and independent increments also exist and are denoted Lévy
processes. These have nice and important properties that are particularly useful in
the theory of frailty and generalized frailty (cf. Chapters 6 and 11). An introduction
to Lévy processes is given in Appendix A.5.

When processes do not have independent increments, the fundamental view taken
in this book is that of the “French school” of stochastic processes. One then seeks
to explain the future development of a process by means of what has happened
previously. This is a dynamic point of view, connecting the past, present and future.
This differs fundamentally from the theory of stationary processes that plays such
a large role in time series analysis. The connection between the past and the future
is given by means of local characteristics that describe how the past influences the
changes taking place. The intensity process of a counting process is an example of
a local characteristic. The mathematical foundation underlying this theory is given
by a theorem called the Doob-Meyer decomposition. Although this is in its general
form a quite heavy mathematical result, the intuitive content is simple and not hard
to grasp (cf. Section 2.2.3).

The stochastic process concepts and results we present in this chapter and in Ap-
pendices A and B are based on quite heavy mathematics if one wants to go into
every detail, and a number of regularity assumptions must be made to be mathe-
matically precise. We shall not state these assumptions, but refer to Andersen et al.
(1993) for the theory of counting processes with associated martingales and stochas-
tic integrals and to the references provided in Appendix A for the theory of Wiener
processes, diffusions, and Lévy processes. [For example, we will not state integra-
bility conditions in this book, and thus we will not worry about whether a stochastic
process is a (local) martingale or a (local) square integrable martingale.] It should
be pointed out, however, that the basic ideas and results for stochastic processes are
mostly relatively simple, and that they can be understood at an intuitive “working
technical” level without going into mathematical details. This is the level of presen-
tation we aim at in this book. Very often, the intuitive content in stochastic processes
tends to drown in complex mathematical presentations, which is probably the rea-
son this material is not so much used in applied statistics. We want to contribute to a
“demystification” of martingales, stochastic integrals, and other stochastic process
concepts.
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2.1 Stochastic processes in discrete time

Although in this book we operate in continuous time, where events can occur at any
time, it will be useful in this section to consider time-discrete processes. Mathemat-
ically, such processes are much simpler than the time-continuous ones, which may
often be derived as limits of the time-discrete processes. So if we understand the
basic ideas in a discrete context, it will also give us the required insight in the con-
tinuous setting. The results for time-discrete processes are also of interest in their
own right, for example, for studying longitudinal data in discrete time (Borgan et al.,
2007; Diggle et al., 2007).

2.1.1 Martingales in discrete time

Let M = {M0,M1,M2, . . .} be a stochastic process in discrete time. The process M
is a martingale if

E(Mn | M0,M1, . . . ,Mn−1) = Mn−1 (2.1)

for each n ≥ 1. Hence, the martingale property simply consists in asserting that the
conditional expectation of a random variable in the process given the past equals
the previous value. This innocent-looking assumption has a far greater depth than
would appear at first look. The martingale property may be seen as a requirement to
a fair game. If Mn−1 is the collected gain after n−1 games, then the expected gain
after the next game should not change.

For the applications we have in mind, it will always be the case that M0 = 0. As
some of the following formulas become simpler when this is the case, we will tacitly
assume that M0 = 0 throughout.

In Chapter 1 we talked about the past in a rather unspecified fashion. The past
could be just what is generated by the observed process as typified in formula (2.1).
However, the past could also be defined as a wider amount of information. Often
the past includes some external information (e.g., covariates) in addition to the pre-
vious values of the process itself. It is important to note that a process may be a
martingale for some definitions of the past and not for others. In stochastic process
theory the past is usually formulated as a σ -algebra of events. We will not give a
formal definition of this σ -algebra. For our purpose it suffices to see it as the family
of events that can be decided to have happened or not happened by observing the
past. Such a σ -algebra is often termed Fn and is a formal way of representing what
is known at time n. We will denote Fn as the history at time n, so that the entire
history is represented by the increasing family of σ -algebras {Fn}. The family has
to increase, since our past knowledge will increase as time passes.

We shall now give a more general formulation of (2.1). Assume that Fn, for
each n, is generated by M1, . . . ,Mn plus possibly some external information. A tech-
nical formulation would be that the process M = {M0,M1,M2, . . .} is adapted to
the history {Fn}. This means that, for each n, the random variables M1, . . . ,Mn
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are measurable with respect to the σ -algebra Fn. A practical implication is that
M1, . . . ,Mn may be considered as constants given the history Fn; in particular:

E(Mm |Fn) = Mm for all m ≤ n. (2.2)

The process M = {M0,M1,M2, . . .} is a martingale with respect to the history
{Fn} if

E(Mn | Fn−1) = Mn−1 for all n ≥ 1, (2.3)

cf. (2.1). This is equivalent to the more general statement

E(Mn | Fm) = Mm for all n > m (2.4)

(Exercise 2.1). Note the difference between (2.2) and (2.4). While (2.2) states that
we know the past and present of the process M, (2.4) states that the expected value
of the process in the future equals its present value.

As a consequence of (2.4) we get, using double expectations and the assumption
M0 = 0,

E(Mn) = E{E(Mn | F0)} = E(M0) = 0. (2.5)

Since the martingale has mean zero for all n, we say that it is a mean zero martingale.
By a similar argument one may show that

Cov(Mm,Mn −Mm) = 0 for all n > m

(Exercise 2.2), that is, the martingale has uncorrelated increments.
By (2.2), a reformulation of (2.3) is as follows:

E(Mn −Mn−1 | Fn−1) = 0 for all n ≥ 1. (2.6)

Here 	Mn = Mn −Mn−1, n = 1,2, . . . , are denoted martingale differences. Notice
that (2.6) would also hold if the process had independent zero-mean increments.
In this sense the concept of martingale differences is a weakening of the indepen-
dent increment concept. We could also say that any sum of independent zero-mean
random variables is a martingale (Exercise 2.3). The assumption of independence
pervades statistics, but in many cases a martingale-type assumption would be suffi-
cient for demonstrating unbiasedness, asymptotic normality, and so on.

2.1.2 Variation processes

Two processes describe the variation of a martingale M = {M0,M1, . . .}. The pre-
dictable variation process is denoted 〈M〉 and for n ≥ 1 is defined as the sum of
conditional variances of the martingale differences:
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〈M〉n =
n

∑
i=1

E{(Mi −Mi−1)2 | Fi−1} =
n

∑
i=1

Var(	Mi | Fi−1), (2.7)

while 〈M〉0 = 0. The optional variation process [M] is defined by

[M]n =
n

∑
i=1

(Mi −Mi−1)2 =
n

∑
i=1

(	Mi)2 (2.8)

for n ≥ 1, and [M]0 = 0. The following statements can be proved by simple calcula-
tions:

M2 −〈M〉 is a mean zero martingale, (2.9)

M2 − [M] is a mean zero martingale. (2.10)

We shall prove the second of these statements and leave (2.9) as an exercise for
the reader (Exercise 2.4). To prove (2.10), we first note that M2

0 − [M]0 = 0. Then
writing

M2
n = (Mn−1 +Mn −Mn−1)2, and [M]n = [M]n−1 +(Mn −Mn−1)2,

we get

E(M2
n − [M]n | Fn−1)

= E(M2
n−1 +2Mn−1(Mn −Mn−1)− [M]n−1 | Fn−1)

= M2
n−1 − [M]n−1 +2Mn−1 E(Mn −Mn−1 | Fn−1)

= M2
n−1 − [M]n−1 ,

which gives exactly the martingale property.

2.1.3 Stopping times and transformations

One major advantage of the martingale assumption is that one can make certain
manipulations of the process without destroying the martingale property. The inde-
pendence property, on the other hand, would not survive these manipulations.

Our first example of this is the concept of an optional stopping time (or just
stopping time). An example could be the first time M passes above a certain limit.
We denote such a time by T and the value of the process by MT . In general, a time
T is called an optional stopping time if the event {T = t} is only dependent on what
has been observed up to and including time t. If T is defined as a first passage time,
then it is an optional stopping time. It is easy to construct times that are not optional
stopping times; for instance, let T be equal to the last time the process passes above
a certain limit. The optional stopping time property can be decided from the past
and present observations, while in the last example we would have to look ahead.
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Stopping a fair game at an optional stopping time T preserves the fairness of the
game. This is connected to a preservation of the martingale property under optional
stopping. For a martingale M, define M stopped at T as follows:

MT
n = Mn∧T . (2.11)

(Here n∧T denotes the minimum of n and T .) It can be proved that MT is a martin-
gale (Exercise 2.6). The idea of fairness of a game is strongly connected to the idea
of unbiasedness in statistics, and this is a major reason for the statistical usefulness
of martingales. Stopping will commonly occur in event history data in the form of
censoring, and preserving the martingale property ensures that estimates and tests
remain essentially unbiased.

A more general formulation of (2.11), which is of great use in our context, comes
through defining a transformation of a process as follows. Let X = {X0,X1,X2, . . .}
be some general process with a history {Fn}, and let H = {H0,H1,H2, . . .} be a pre-
dictable process, that is, a sequence of random variables where each Hn is measur-
able with respect to Fn−1 and hence is known one step ahead of time. The process
Z defined by

Zn = H0X0 +H1(X1 −X0)+ · · ·+Hn(Xn −Xn−1) (2.12)

is denoted the transformation of X by H and written Z = H •X .
Using (2.6) and the predictability of H, the following simple calculation shows

that if M is a martingale, then so is Z = H •M:

E(Zn −Zn−1 | Fn−1) = E(Hn(Mn −Mn−1) | Fn−1)
= Hn E(Mn −Mn−1 | Fn−1)
= 0.

Hence a transformation preserves the martingale property. Moreover, since Z0 =
H0M0 = 0, the transformation is a mean zero martingale. Considering games, we
see again that the fairness of the game is preserved; one often says that there is no
betting system that can beat a fair game.

Note that for n ≥ 1 we may write

Zn = (H •M)n =
n

∑
s=1

Hs	Ms, (2.13)

where 	Ms = Ms −Ms−1. In Section 2.2.2 we shall meet transformations under the
more sophisticated disguise of stochastic integrals, and the formulation there will
be seen to be very similar to that of (2.13). Most of the properties we will need for
stochastic integrals are easily derived for transformations.

The variation processes obey the following rules under transformation:

〈H •M〉 = H2 • 〈M〉 and [H •M] = H2 • [M],
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or formulated as sums:

〈H •M〉n =
n

∑
s=1

H2
s 	〈M〉s , (2.14)

[H •M]n =
n

∑
s=1

H2
s 	[M]s. (2.15)

We will prove the first of these statements. By (2.13) and (2.7) we have:

	(H •M)s = Hs	Ms,

	〈M〉s = Var(	Ms |Fs−1).

Then using (2.7) and the predictability of H, the predictable variation process of the
transformation H •M becomes

〈H •M〉n =
n

∑
s=1

Var(Hs	Ms | Fs−1)

=
n

∑
s=1

H2
s Var(	Ms | Fs−1)

=
n

∑
s=1

H2
s 	〈M〉s.

This proves (2.14). The proof of (2.15) is similar and is left as an exercise (Exer-
cise 2.7).

2.1.4 The Doob decomposition

Martingales arise naturally whenever we try to explain the developments in a
stochastic process as a function of its previous development and other observations
of the past. It is possible to decompose an arbitrary stochastic process into a se-
quence of martingale differences and a predictable process. Let X = {X0,X1,X2, . . .}
be some general process, with X0 = 0, with respect to a history {Fn}, and define a
process M = {M0,M1,M2, . . .} by

M0 = X0, Mn −Mn−1 = Xn −E(Xn | Fn−1).

It is immediately clear that the 	Mn = Mn −Mn−1 are martingale differences, since
the expectation given the past Fn−1 is zero. We can therefore write

Xn = E(Xn | Fn−1)+	Mn; (2.16)

this is the Doob decomposition. The quantity E(Xn | Fn−1) is a function of the
past only, and hence the process taking these values is predictable. The martingale



48 2 Stochastic processes in event history analysis

differences 	Mn are often termed innovations, since they represent what is new
and unexpected compared to past experience. Hence, formula (2.16) decomposes a
process into what can be predicted from the past and what is new and “surprising,”
the innovations.

A time-continuous generalization of the Doob decomposition, called the Doob-
Meyer decomposition, is in fact the key to the counting process approach in this
book; cf. Section 2.2.3.

2.2 Processes in continuous time

We will now discuss stochastic processes in continuous time. We first consider
time-continuous martingales and stochastic integrals and indicate how the results
of the previous section carry over to the time-continuous case. We also discuss the
Doob-Meyer decomposition for time-continuous stochastic processes, generalizing
the Doob decomposition of Section 2.1.4. Then we briefly discuss the well-known
Poisson process and show how this in a natural way gives rise to a time-continuous
martingale. Finally, we consider counting processes and martingales derived from
counting processes, and we review a number of results that will be of great use
in later chapters of the book. To keep the presentation fairly simple, we do not
here consider vector-valued counting processes, martingales, and stochastic inte-
grals. The relevant results for such processes, which are multivariate extensions of
the results presented in this chapter, are collected in Appendix B.

In practical applications, stochastic processes will be observed over a finite time
interval. Unless otherwise stated, we will assume throughout the book that the time-
continuous stochastic processes we consider are defined on the finite interval [0,τ].

Formally, we say that a stochastic process X = {X(t); t ∈ [0,τ]} is adapted to
a history {Ft} (an increasing family of σ -algebras) if X(t) is Ft-measurable for
each t. This means that at time t we know the value of X(s) for all s ≤ t (possibly
apart from unknown parameters). A realization of X is a function of t and is called
a sample path. If the sample paths of a stochastic process are right-continuous and
have left-hand limits, we say that the process is cadlag (continue à droite, limité à
gauche). Unless otherwise stated, all time-continuous processes we encounter in the
book are assumed to be cadlag.

Also in continuous time will we need the concept of a stopping time. We say that
T is a stopping time if the event {T ≤ t} is Ft-measurable for each t. This means
that at time t we know whether T ≤ t or T > t.

2.2.1 Martingales in continuous time

A stochastic process M = {M(t); t ∈ [0,τ]} is a martingale relative to the history
{Ft} if it is adapted to the history and satisfies the martingale property:
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E(M(t) | Fs) = M(s) for all t > s. (2.17)

Note that the martingale property (2.17) corresponds to (2.4) for the time-discrete
case. A heuristic way of formulating the martingale property, corresponding to (2.6),
is to say that M is a martingale provided that

E(dM(t) | Ft−) = 0.

Here dM(t) is the increment of M over the small time interval [t, t + dt), and Ft−
means the history until just before time t.

As for the time-discrete case, we will tacitly assume throughout that M(0) = 0.
This will cover all our applications. Then, by the argument used in (2.5), we have
EM(t) = 0 for all t, that is, M is a mean zero martingale. Similarily we may show
that a martingale has uncorrelated increments, that is,

Cov(M(t)−M(s),M(v)−M(u)) = 0 (2.18)

for all 0 ≤ s < t < u < v ≤ τ (cf. Exercise 2.2).
We also for a time-continuous martingale M introduce the predictable variation

process 〈M〉 and the optional variation process [M]. These are defined as the appro-
priate limits (in probability) of their time-discrete counterparts:

〈M〉(t) = lim
n→∞

n

∑
k=1

Var(	Mk|F(k−1)t/n), (2.19)

and

[M] (t) = lim
n→∞

n

∑
k=1

(	Mk)2, (2.20)

where the time interval [0, t] is partitioned into n subintervals each of length t/n, and
	Mk = M(kt/n)−M((k−1)t/n) is the increment of the martingale over the kth of
these subintervals. Informally, we have from (2.19) that

d〈M〉(t) = Var(dM(t) |Ft−), (2.21)

that is, the increment d〈M〉(t) of the predictable variation process over the small
time interval [t, t +dt) is the conditional variance of the increment of the martingale.

In a similar manner as for a discrete-time martingale, the following results hold
[cf. (2.9) and (2.10)]:

M2 −〈M〉 is a mean zero martingale, (2.22)

M2 − [M] is a mean zero martingale. (2.23)

By (2.22) and (2.23), M2(t)−〈M〉(t) and M2(t)− [M](t) have mean zero for all t.
Therefore, since M(t) has mean zero:

Var(M(t)) = E
(

M(t)2)= E〈M〉(t) = E[M](t). (2.24)
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This shows how the variation processes of a martingale are closely linked to its
variance, a fact that will be useful in later chapters when deriving estimators for the
variances of statistical estimators and test statistics.

We will often encounter situations with several martingales, and it is then fruit-
ful to define covariation processes for pairs of martingales M1 and M2. Cor-
responding to (2.19) and (2.20) we may define the predictable covariation pro-
cess 〈M1,M2〉 as the limit (in probability) of the sum of conditional covariances
Cov(	M1k,	M2k|F(k−1)t/n) and the optional covariation process [M1,M2] as the
limit of the sum of the products 	M1k 	M2k. Informally we may write

d〈M1,M2〉(t) = Cov(dM1(t),dM2(t) |Ft−).

Note that by the preceding definitions, 〈M,M〉= 〈M〉 and [M,M] = [M]. In a similar
manner as (2.22) and (2.23) we have that:

M1M2 −〈M1,M2〉 is a mean zero martingale, (2.25)
M1M2 − [M1,M2] is a mean zero martingale. (2.26)

As a consequence of these results

Cov(M1(t),M2(t)) = E(M1(t)M2(t)) = E〈M1,M2〉(t) = E[M1,M2](t) (2.27)

for all t; cf. (2.24).
The rules for evaluating the (co)variation processes of linear combinations of

martingales are similar to the rules for evaluating (co)variances of linear combina-
tions of ordinary random variables. As an example, the predictable variation pro-
cesses of a sum of martingales may be written

〈M1 +M2〉 = 〈M1〉+ 〈M2〉+2〈M1,M2〉 , (2.28)

and a similar relation holds for the optional variation processes.

2.2.2 Stochastic integrals

We will now introduce the stochastic integral as an analog to the transformation
for discrete-time martingales. Let H = {H(t); t ∈ [0,τ]} be a stochastic process
that is predictable. Intuitively this means that for any time t, the value of H(t) is
known just before t (possibly apart from unknown parameters). A formal definition
of predictability in continuous time is a bit intricate, and we will not go into details
about this. But we note that sufficient conditions for H to be predictable are:

• H is adapted to the history {Ft}.
• The sample paths of H are left-continuous.
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Predictability may sound like an uninteresting technical assumption. It turns out,
however, to be very important in practical calculations when defining test statistics
and estimators.

We can now introduce the stochastic integral:

I(t) =
∫ t

0
H(s)dM(s).

This is a general concept valid for martingales from a much broader setting than
counting processes. However, in our context most martingales will arise from count-
ing processes (Section 2.2.5). Stochastic integration is the exact analogue of trans-
formation of discrete-time martingales as defined in (2.12). Analogously to formula
(2.13), the stochastic integral can be defined as a limit of such a transformation in
the following sense:

I(t) = lim
n→∞

n

∑
k=1

Hk 	Mk,

where we have partitioned the time interval [0, t] into n subintervals of length t/n,
and we let Hk = H((k−1)t/n) and 	Mk = M(kt/n)−M((k−1)t/n). (In the general
theory of stochastic integrals, which include integrals with respect to Wiener process
martingales, this limiting definition is not valid and one has to introduce the concept
of an Itô integral. In this book, Itô integrals are only used briefly in connection with
stochastic differential equations in Section 10.4 and Appendix A.4.)

As for a transformation, the major interesting fact about a stochastic integral is
that I(t) is a mean zero martingale with respect to {Ft}. Hence, the martingale
property is preserved under stochastic integration. This follows from the corre-
sponding fact for transformations (Section 2.1.3), since the stochastic integral can
be seen as a limit of discrete-time versions.

In analogy with formulas (2.14) and (2.15), the following rules hold for evaluat-
ing the variation processes of a stochastic integral:

〈
∫

H dM
〉

=
∫

H2 d〈M〉, (2.29)

[
∫

H dM
]

=
∫

H2 d [M] , (2.30)

while the following rules hold for the covariation processes:
〈
∫

H1 dM1,
∫

H2 dM2

〉

=
∫

H1H2 d〈M1,M2〉, (2.31)

[
∫

H1 dM1,
∫

H2 dM2

]

=
∫

H1H2 d [M1,M2] ; (2.32)

cf. Exercise 2.8.
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2.2.3 The Doob-Meyer decomposition

In Section 2.1.4 we saw how a discrete-time stochastic process can be decomposed
into a predictable process and a sequence of martingale differences. A similar result
holds for processes in continuous time and is know as the Doob-Meyer decomposi-
tion.

To state the content of this decomposition, we first need to consider a specific
class of processes. An adapted process X = {X(t); t ∈ [0,τ]} is called a submartin-
gale if it satisfies

E(X(t) |Fs) ≥ X(s) for all t > s. (2.33)

[Note the similarity with the martingale property (2.17).] Thus a submartingale is a
process that tends to increase as time passes. In particular, any nondecreasing pro-
cess, like a counting process, is a submartingale. The Doob-Meyer decomposition
states that any submartingale X can be decomposed uniquely as

X = X∗ +M, (2.34)

where X∗ is a nondecreasing predictable process, often denoted the compensator of
X , and M is a mean zero martingale. Heuristically we have that

dX∗(t) = E(dX(t) |Ft−)

and
dM(t) = dX(t)−E(dX(t) |Ft−).

Like the Doob decomposition in discrete time (Section 2.1.4), the Doob-Meyer de-
composition (2.34) therefore tells us what can be predicted from the past, dX∗(t),
and what is the innovation, or surprising element, dM(t).

In (2.22) we noted that if M is a martingale, so is M2 −〈M〉. Here M2 is a sub-
martingale (by Jensen’s inequality) and 〈M〉 is a nondecreasing predictable process
(by construction). This shows that the predictable variation process 〈M〉 is the com-
pensator of M2, and this offers an alternative definition of the predictable variation
process.

The Doob-Meyer decomposition (2.34) extends immediately to a special semi-
martingale, that is, a process X that is a difference of two submartingales. But then
the compensator X∗ is no longer a nondecreasing predictable process, but a finite
variation predictable process (i.e., a difference of two nondecreasing predictable
processes).

2.2.4 The Poisson process

A homogeneous Poisson process describes the distribution of events that occur en-
tirely independently of one another. One imagines a basic rate of occurrence, or
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intensity, denoted λ , such that the probability of an event occurring in the time
interval [t, t + dt) is λ dt. A homogeneous Poisson process has a number of well
known properties:

• The time between events is exponentially distributed with probability density
λe−λ t .

• The expected value and the variance of the number of events in a time interval of
length h are both equal to λh.

• The number of events in a time interval of length h is Poisson distributed; the
probability of exactly k events occurring is (λh)ke−λh/k!.

• The process has independent increments, that is, the number of events in nonover-
lapping intervals are independent.

We let N(t) be the number of events in [0, t] and introduce the process

M(t) = N(t)−λ t, (2.35)

obtained by centering the Poisson process (by subtracting its mean). Further we
denote by Ft the information about all events that happen in the time interval [0, t].
Due to the independent increments of a Poisson process, we have for all t > s:

E{M(t)−M(s) |Fs} = E{M(t)−M(s)} = E{N(t)−N(s)}−λ (t − s) = 0,

which yields
E{M(t) |Fs} = M(s). (2.36)

This is the martingale property (2.17), and hence the process (2.35) is a martingale.
It follows that λ t is the compensator of the Poisson process N(t) (cf. Section 2.2.3).
By a similar argument:

E{M2(t)−λ t |Fs} = M2(s)−λ s (2.37)

(Exercise 2.9), which shows that the process M2(t)− λ t is a martingale. Thus λ t
is also the compensator of M2(t), and it follows by the comment at the end of
Section 2.2.3 that the martingale (2.35) has a predictable variation process

〈M〉(t) = λ t. (2.38)

In the next subsection we will see that relations similar to (2.35), (2.36), and (2.38)
are in general valid for counting processes.

2.2.5 Counting processes

As introduced in Section 1.4, a counting process N = {N(t); t ∈ [0,τ]} is a right-
continuous process with jumps of size 1 at event times and constant in between.
We assume that the counting process is adapted to the history {Ft}, which is just
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a technical way of saying that the history is generated by N and possibly some
external information as well.

The intensity process λ (t) of a counting process (w.r.t. the history {Ft}) is
heuristically defined by

λ (t)dt = P(dN(t) = 1 | Ft−) = E(dN(t) | Ft−), (2.39)

cf. (1.11) and (1.12). To give a precise mathematical definition of an intensity pro-
cess, first note that since the counting process is nondecreasing, it is a submartin-
gale (Section 2.2.3). Hence by the Doob-Meyer decomposition (2.34), there exist a
unique predictable process Λ(t), called the cumulative intensity process, such that
M(t) = N(t)−Λ(t) is a mean zero martingale.

Throughout the book we will consider the case where the cumulative intensity
process is absolutely continuous. Then there exists a predictable process λ (t) such
that

Λ(t) =
∫ t

0
λ (s)ds, (2.40)

and this gives a formal definition of the intensity process λ (t) of the counting pro-
cess. Further for the absolute continuous case, we have that

M(t) = N(t)−
∫ t

0
λ (s)ds (2.41)

is a mean zero martingale. As indicated in Section 1.4, this is a key relation that we
will use over and over again.

The predictable and optional variation processes of M are defined as the limits
in (2.19) and (2.20), respectively. We first look at the latter of the two. To this end,
note that the martingale (2.41) has jumps of size 1 at the jump times of N, and that it
is continuous between the jump times. When the limit is approached in (2.20), only
the jumps will remain. Thus the optional variation process becomes

[M] (t) = N(t). (2.42)

As for the predictable variation process, we will be content with a heuristic argu-
ment. By (2.21) and (2.41) we have that

d〈M〉(t) = Var(dM(t) |Ft−)
= Var(dN(t)−λ (t)dt |Ft−)
= Var(dN(t) |Ft−),

since λ (t) is predictable, and hence a fixed quantity given Ft−. Now dN(t) may
only take the value 0 or 1, and it follows using (2.39) that

d〈M〉(t) ≈ λ (t)dt {1−λ (t)dt} ≈ λ (t)dt.

This motivates the relation
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〈M〉(t) =
∫ t

0
λ (s)ds, (2.43)

which is another key result that will be used a number of times in later chapters.
Note that (2.41) and (2.43) imply that the cumulative intensity process (2.40) is

the compensator of both the counting process, N(t), and the square of the martin-
gale, M2(t). Note also that (2.41) and (2.43) are similar to the relations (2.35) and
(2.38) we derived for the Poisson process in Section 2.2.4. Thus one may say that a
counting process has the same “local behavior” as a Poisson process. It is this “local
Poisson-ness” of counting processes that is the source of their nice properties.

So far we have considered just a single counting process. In practice we will
often have several of them, for instance, corresponding to different individuals or
to different groups we want to compare. We assume that the counting processes are
adapted to the same history {Ft}, so the history is generated by all the counting
processes and possibly some external information as well.

Generally, we shall require that no two counting processes in continuous time
can jump simultaneously. Consider a pair N1 and N2 of counting processes, with
corresponding martingales M1 and M2. Since the counting processes do not jump
simultaneously, the same applies for the martingales M1 and M2. From this it follows
that

〈M1,M2〉(t) = 0 for all t (2.44)
[M1,M2](t) = 0 for all t (2.45)

(Exercise 2.10). We say that the martingales are orthogonal. By (2.25) and (2.26)
the orthogonality of M1 and M2 is equivalent to the fact that the product M1M2 is a
martingale.

2.2.6 Stochastic integrals for counting process martingales

In the context of counting processes the stochastic integral

I(t) =
∫ t

0
H(s)dM(s)

is simple to understand. Using formula (2.41) one simply splits the integral in two
as follows:

I(t) =
∫ t

0
H(s)dN(s)−

∫ t

0
H(s)λ (s)ds.

For given sample paths of the processes, the last integral is simply an ordinary (Rie-
mann) integral. The first integral, however, is to be understood as a sum of the values
of H at every jump time of the counting process. Thus
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∫ t

0
H(s)dN(s) = ∑

Tj≤t
H(Tj),

where T1 < T2 < · · · are the ordered jump times of N.
Using (2.29), (2.30), (2.42), and (2.43), we get the following expressions for the

predictable and optional variation processes of a stochastic integral of a counting
process martingale:

〈
∫

H dM
〉

(t) =
∫ t

0
H2(s)λ (s)ds, (2.46)

[
∫

H dM
]

(t) =
∫ t

0
H2(s)dN(s). (2.47)

Consider counting processes N1,N2, . . . ,Nk with no simultaneous jumps and with
intensity processes λ1,λ2, . . . ,λk (w.r.t. the same history). Then the correspond-
ing martingales M1,M2, . . . ,Mk are orthogonal [cf. (2.44)], and (2.31) implies that
〈
∫

Hj dMj,
∫

Hl dMl〉(t) = 0 for all t when j �= l. Using (2.28), we then get the im-
portant relation:

〈

k

∑
j=1

∫

Hj dMj

〉

(t) =
k

∑
j=1

∫ t

0
H2

j (s)λ j(s)ds. (2.48)

In a similar manner, the following result holds for the optional variation process:
[

k

∑
j=1

∫

Hj dMj

]

(t) =
k

∑
j=1

∫ t

0
H2

j (s)dNj(s). (2.49)

2.2.7 The innovation theorem

The intensity process of a counting process N relative to a history {Ft} is given
informally by

λF (t)dt = E(dN(t) |Ft−), (2.50)

cf. (2.39). We here make the dependence on the history {Ft} explicit in the notation
to point out that the intensity process depends on the history, and that if the history
is changed, the intensity process may change as well. We will now have a closer
look at this.

Consider a counting process N, and let {Nt} be the history (or filtration) gener-
ated by the counting process (denoted the self-exiting filtration). In Sections 2.2.5
and 2.2.6 it is a key assumption that a counting process is adapted to the history.
This means that {Nt} is the smallest history we may consider if the results of Sec-
tions 2.2.5 and 2.2.6 are to hold true.
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Usually, however, we will consider histories that are not only generated by N,
but are generated by N as well as by other counting processes, censoring processes,
covariates, etc. that are observed in parallel with N. Consider two such histories,
{Ft} and {Gt}, and assume that they are nested, that is, that Ft ⊆ Gt for all t. Thus,
at any time t, all information contained in Ft is also contained in Gt , but Gt may
contain information that is not contained in Ft . Using double expectations, we then
have

E(dN(t) | Ft−) = E{E(dN(t) |Gt−) |Ft−}.
By this and (2.50) it follows that the intensity processes of N with respect to the two
histories are related as follows:

λF (t) = E(λG (t) |Ft−). (2.51)

This result is called the innovation theorem.
It is important to note that the innovation theorem applies only to histories that

are nested. Further, in order for N to be adapted to the histories, both of these need
to contain {Nt}. Thus the innovation theorem holds provided that Nt ⊆ Ft ⊆ Gt .

When considering more than one history, it is important to use notation for in-
tensity processes that points out their dependence on the history, as we have done in
this subsection. In later chapters, however, it will usually be clear from the context
how the history is defined. Then we will just write λ (t) for the intensity process
without explicitly mentioning the history.

2.2.8 Independent censoring

In Sections 1.4.2 and 1.4.3 we gave an informal discussion of the concept of in-
dependent censoring; the main point being that independent censoring preserves
the form of the intensity processes of the counting processes at hand. We will now
discuss more formally the concept of independent censoring.

In order to do that we have to operate with three different models:

(i) a model for the (hypothetical) situation without censoring, that is, where all
occurrences of the event of interest are observed
(ii) a joint model for the (hypothetical) situation where all occurrences of the
event of interest as well as the censoring processes are observed
(iii) a model for the situation with censoring, that is, for the occurrences of the
event actually observed

The parameters of interest are defined according to model (i), the concept of inde-
pendent censoring is defined by means of model (ii), while model (iii) is the one
used in the actual statistical inference; cf. Figure 2.1.

We start by considering model (i), that is, the (hypothetical) situation where
all occurrences of the event of interest are observed. Let Nc

1(t), . . . ,Nc
n(t) be the

counting processes registering these occurrences for each of n individuals, assuming
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Joint model for
counting and

censoring processes

Gt

Model for counting
processes without

censoring

Fc
t

Model for observed
counting processes

Ft

Fig. 2.1 The three models that are involved in the definition of independent censoring. The model
parameters are defined for the model without censoring, the conditions on the censoring are for-
mulated for the joint model, while the statistical methods are derived and studied for the model for
the observed counting processes.

complete observation, and denote by F c
t the information that would then have been

available to the researcher by time t. The history (F c
t ) is generated by all the count-

ing processes Nc
i (t) and possibly also by covariate processes that run in parallel

with the counting processes. We assume that the (F c
t )-intensity processes of the

counting processes take the form

λF c

i (t) = Y c
i (t)αi(t) ; i = 1, . . . ,n. (2.52)

Here Y c
i (t) is a left-continuous (F c

t )-adapted indicator process that takes the value 1
if individual i may experience an event at time t, and is equal to 0 otherwise. (For
example, we will have Y c

i (t) = 0 if individual i has died by time t or if, in a mul-
tistate model, the individual is in a state from which the event of interest cannot
take place.) The αi(t) in (2.52) are our key model parameters and, as we will see in
later chapters, a main aim of a statistical analysis is to infer how these (and derived
quantities) depend on covariates and vary over time. It is important to note that the
αi(t) may be random and depend on covariates as well as previous occurrences of
the event (through the past F c

t−).
The study of the αi(t) is complicated by incomplete observation of the count-

ing processes. To handle this, for each i = 1, . . . ,n we introduce a left-continuous
binary censoring process Y o

i (t) that takes the value 1 if individual i is under obser-
vation “just before” time t, and the value 0 otherwise. For the special case of right-
censoring, Y o

i (t) = I{t ≤ Ci} for a right-censoring time Ci. The observed counting
processes are then given by
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Ni(t) =
∫ t

0
Y o

i (u)dNc
i (u); i = 1, . . . ,n. (2.53)

The censoring processes will often create some extra randomness, causing the ob-
served counting processes Ni(t) not to be adapted to the history (F c

t ). Then we can
not define the intensity processes for the observed counting processes relative to the
complete history (F c

t ).
To handle this problem, we have to consider the larger model (ii), that is, the joint

model for the completely observed counting processes Nc
i (t) and the censoring pro-

cesses Y o
i (t). To this end we consider the larger history (Gt) generated by the com-

plete history (F c
t ) as well as by the censoring processes. This history corresponds

to the (hypothetical) situation where all occurrences of the event of interest are ob-
served, and we in addition observe the censoring processes. We may then consider
the (Gt)-intensity processes λG

i (t) of the completely observed counting processes
Nc

i (t). If the censoring processes carry information on the likelihood of occurrence
of the event, implying that individuals under observation have a different risk of
experiencing the event than similar individuals that are not observed, the λG

i (t) will
differ from the (F c

t )-intensity processes (2.52). We will, however, assume that this
is not the case, so that the intensity processes relative to the two histories are the
same:

λG
i (t) = λF c

i (t); i = 1, . . . ,n. (2.54)

When (2.54) is fulfilled, we say that censoring is independent.
Before we discuss the consequences of the independent censoring assumption

(2.54), we will take a closer look at the assumption itself. To this end we concentrate
on the situation with right-censoring, where n individuals are followed until obser-
vation stops at censoring or death (or, more generally, at the entry into an absorbing
state). For this situation we have Y o

i (t) = I{t ≤ Ci} for (potential) right-censoring
times Ci; i = 1, . . . ,n. A number of different right-censoring schemes are possible.
For example:

• Censoring at fixed times that may differ between the individuals, that is, Ci = ci
for given constants ci (type I censoring).

• Censoring of all individuals at the time T when a specified number of occurrences
have taken place, that is, Ci = T for i = 1, . . . ,n (type II censoring).

• Censoring of all individuals when the event has not occurred in a certain time
interval.

• Censoring at random times Ci that may differ between the individuals and that
are independent of the completely observed counting processes Nc

i (t) (random
censoring).

For the first three censoring schemes, the censoring times Ci are stopping times rela-
tive to the complete history (F c

t ). Therefore no additional randomness is introduced
by the censoring, and there is no need to enlarge the history. Thus the histories (Gt)
and (F c

t ) are the same, and the independent censoring assumption (2.54) is auto-
matically fulfilled. For the last censoring scheme mentioned, additional randomness
is introduced by the censoring. But as the (potential) censoring times Ci are assumed
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to be independent of the completely observed counting processes Nc
i (t), the inde-

pendent censoring assumption (2.54) holds for this censoring scheme as well.
We then consider the data actually observed, and we denote the history corre-

sponding to the observed data by (Ft). The counting processes Ni(t) given by (2.53)
are observed, so these are adapted to (Ft). However, we do not necessarily observe
the censoring processes Y o

i (t); e.g. we do not observe censoring after death. What
is observed for each i = 1, . . . ,n is the left-continuous process

Yi(t) = Y c
i (t)Y o

i (t), (2.55)

taking the value 1 if individual i is at risk for the event of interest “just before” time
t and the value 0 otherwise. The processes Yi(t) are therefore adapted to (Ft) and,
due to their left-continuity, they are in fact (Ft)-predictable. We may then adopt an
argument similar to the one used to derive the innovation theorem in the previous
subsection, to find the (Ft)-intensity processes λF

i (t) of the observed counting
processes. Using (2.52), (2.53), (2.54) and (2.55) we obtain

λF
i (t)dt = E(dNi(t) |Ft−) = E(Y o

i (t)dNc
i (t) |Ft−)

= E{E(Y o
i (t)dNc

i (t) |Gt−) |Ft−} = E{Y o
i (t)E(dNc

i (t) |Gt−) |Ft−}
= E{Y o

i (t)λG
i (t)dt |Ft−} = E{Y o

i (t)Y c
i (t)αi(t)dt |Ft−}

= Yi(t)E{αi(t) |Ft−}dt

In order to progress further, an assumption on the observation of covariates is
needed. Typically, the complete history (F c

t ) will be generated by the fully ob-
served counting processes Nc

i (t) as well as by covariate processes running in parallel
with the counting processes, and the αi(t) of (2.52) may depend on these covariates.
For statistical inference on the αi(t) to be feasible, we must assume that the covari-
ates that enter into the specification of the αi(t) are available to the researcher. A
technical way of formulating this assumption is to assume that the αi(t) are (Ft)-
predictable. Then the intensity processes of the observed counting processes take
the form

λF
i (t) = Yi(t)αi(t) ; i = 1, . . . ,n. (2.56)

Comparing this with (2.52), we see that the form of the intensity processes is pre-
served under independent censoring.

There is a close connection between drop-outs in longitudinal data and censoring
for survival and event history data. In fact, independent censoring in survival and
event history analysis is essentially the same as sequential missingness at random
in longitudinal data analysis (e.g., Hogan et al., 2004).
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2.3 Processes with continuous sample paths

In Section 2.1 we considered processes in discrete time, while the counting pro-
cesses that were the focus of Section 2.2 have discrete state space. We will also
consider processes where both time and state space are continuous. Examples of
such processes are Wiener processes and Gaussian martingales. These have appli-
cations as models for underlying, unobserved processes and as limiting processes of
stochastic integrals of counting process martingales.

2.3.1 The Wiener process and Gaussian martingales

The Wiener process, also called Brownian motion, has a similar fundamental char-
acter as the Poisson process. While the latter is the model of completely random
events, the Wiener process is the model of completely random noise. In fact, the so-
called white noise is a kind of derivative of the Wiener process. (This goes beyond
the ordinary derivative, which is not valid here.)

Let W (t) denote the value of the Wiener process at time t, and consider a time
interval (s, t]. Then the increment W (t)−W (s) over this interval is normally dis-
tributed with

E{W (t)−W (s)} = 0 and Var{W (t)−W (s)} = t − s.

Further, the Wiener process has continuous sample paths, and the increment of
the Wiener process over a time interval is independent of its increments over all
nonoverlapping intervals. Figure 2.2 shows one realization of the Wiener process.

The Wiener process may be modified in a number of ways; a drift may be in-
troduced such that the process preferentially moves in a certain direction. Further
extension of the Wiener process yields the diffusion processes. These extensions of
the Wiener process are reviewed in Appendix A.4.

One role of the Wiener process and its allies is as models for underlying pro-
cesses. By this we mean that an observed event reflects something that occurs on a
deeper level. A divorce does not just happen; it is the end result of a long process
of deterioration of a marriage. A myocardial infarction is the result of some disease
process. Such underlying processes may be seen as diffusions. One would not usu-
ally observe them directly but could still use them as the basis for statistical models,
which we shall show in Chapters 10 and 11.

Another role of the Wiener process is that time-transformations of the Wiener
process arise as limits in a number of applications. In particular, this will be the case
for stochastic integrals of counting process martingales, and this provides the basis
for the necessary asymptotic theory of estimators and test statistics.

Let V (t) be a strictly increasing continuous function with V (0) = 0, and consider
the process U(t) = W (V (t)). The process U inherits the following properties from
the Wiener process:
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Fig. 2.2 Simulation of a sample path of the Wiener process.

• The sample paths are continuous.
• The increments over nonoverlapping intervals are independent.
• The increment over an interval (s, t] is normally distributed with mean zero and

variance V (t)−V (s).

From these properties one may show that U is a mean zero martingale with pre-
dictable variation process 〈U〉(t) = V (t) (Exercise 2.12). It is common to denote U
a Gaussian martingale.

2.3.2 Asymptotic theory for martingales: intuitive discussion

We have pointed out a number of times that martingales are to be considered as pro-
cesses of noise, or error, containing random deviations from the expected. In other
parts of statistics, one is used to errors being approximately normally distributed.
This holds for martingales as well. In fact there are central limit theorems for mar-
tingales that are closely analogous to those known for sums of independent random
variables.
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If we have a sequence of counting processes, where the number of jumps in-
creases and gets more and more dense, the properly normalized associated martin-
gales (or stochastic integrals with respect to these martingales) will converge to a
limiting martingale with continuous sample path. The limiting martingale is closely
connected to a Wiener process, or Brownian motion. In fact, if the predictable vari-
ation process of the limiting martingale equals a deterministic function V (t), then
the limiting martingale is exactly the Gaussian martingale discussed at the end of
the previous subsection. This follows from the nice fact that a martingale with con-
tinuous sample paths is uniquely determined by its variation process.

So there are two things to be taken care of to ensure that a sequence of martin-
gales converges to a Gaussian martingale:

(i) The predictable variation processes of the martingales shall converge to a
deterministic function.
(ii) The sizes of the jumps of the martingales shall go to zero.

It is important to note that these two assumptions concern entirely different aspects
of the sequence of processes. The first assumption implies a stabilization on the
sample space of processes, while the second one is a requirement on the sample
paths of the processes.

Figure 2.3 illustrates the convergence of a sequence of normalized counting
process martingales to a Gaussian martingale. More specifically the figure shows
n−1/2M(t) for n = 10,50,250, and 1250, where M(t) = N(t)−Λ(t) is derived from
censored Weibull survival data as described in Example 1.18 (for n = 10). In fact,
the upper left-most panel of Figure 2.3 shows a normalized version of the martingale
in the right-hand panel of Figure 1.14.

2.3.3 Asymptotic theory for martingales: mathematical formulation

There exist several versions of the central limit theorem for martingales that formal-
ize requirements (i) and (ii) of the previous subsection. A very general and elegant
theorem was formulated by Rebolledo (1980). The version of Rebolledo’s theorem
we present here is taken from Andersen et al. (1993, section II.5), where more de-
tails, and other versions of the conditions, can be found. Helland (1982) showed
how Rebolledo’s theorem in continuous time can be deduced from the simpler cen-
tral limit theorem for discrete time martingales.

Let ˜M(n), n ≥ 1, be a sequence of mean zero martingales defined on [0,τ], and let
˜M(n)
ε be the martingale containing all the jumps of ˜M(n) larger than a given ε > 0.

Let P→ denote convergence in probability, and consider the conditions:

(i) 〈 ˜M(n)〉(t) P→V (t) for all t ∈ [0,τ] as n → ∞, where V is a strictly increasing
continuous function with V (0) = 0.
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Fig. 2.3 Illustration that a sequence of normalized counting process martingales converges to a
Gaussian martingale (see text for details).

(ii) 〈 ˜M(n)
ε 〉(t) P→ 0 for all t ∈ [0,τ] and all ε > 0 as n → ∞.

Then, as n → ∞, the sequence of martingales ˜M(n) converges in distribution to the
mean zero Gaussian martingale U given by U(t) = W (V (t)).

Hence, under quite general assumptions there will be convergence in distribution
to a limiting Gaussian martingale. Since the relevant statistics may also be func-
tionals of the processes, many different probability distributions may arise from the
theory. Note in particular that ˜M(n)(t) converges in distribution to a normally dis-
tributed random variable with mean zero and variance V (t) for any given value of t.

We will use the martingale central limit theorem to derive the limiting behavior
of (sequences of) stochastic integrals of the form

∫ t
0 H(n)(s)dM(n)(s), where H(n)(t)
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is a predictable process and M(n)(t) = N(n)(t)−
∫ t

0 λ (n)(s)ds is a counting process
martingale. More generally, we will consider sums of stochastic integrals

k

∑
j=1

∫ t

0
H(n)

j (s)dM(n)
j (s), (2.57)

where H(n)
j (t) is a predictable process for each n and

M(n)
j (t) = N(n)

j (t)−
∫ t

0
λ (n)

j (s)ds

is a counting process martingale; j = 1, . . . ,k. For this situation, conditions (i) and
(ii) take the form

k

∑
j=1

∫ t

0
(H(n)

j (s))2λ (n)
j (s)ds P→V (t) for all t ∈ [0,τ], (2.58)

k

∑
j=1

∫ t

0
(H(n)

j (s))2 I{|H(n)
j (s)| > ε}λ (n)

j (s)ds P→ 0 for all t ∈ [0,τ]. (2.59)

When we are going to use the martingale central limit theorem to show that an es-
timator or a test statistic converges in distribution, we have to check that conditions
(2.58) and (2.59) hold. As we do not focus on regularity conditions in this book, we
will not check the two conditions in detail in later chapters.

Assume that we may write V (t) =
∫ t

0 v(s)ds. Then, apart from some regularity
conditions, a sufficient condition for (2.58) is that

k

∑
j=1

(H(n)
j (s))2λ (n)

j (s) P→ v(s) > 0 for all s ∈ [0,τ], as n → ∞. (2.60)

Furthermore, if k is fixed, a sufficient condition for (2.59) is that

H(n)
j (s) P→ 0 for all j = 1, . . . ,k and s ∈ [0,τ], as n → ∞. (2.61)

When k = kn is increasing with n (as is the case when k = n), it may be more involved
to check condition (2.59), and we will not go into details on how this can be done.

To summarize: if (2.58) and (2.59) hold, then the sequence of sums of stochas-
tic integrals ∑k

j=1
∫ t

0 H(n)
j (s)dM(n)

j (s), n ≥ 1, converges in distribution to a mean
zero Gaussian martingale with variance function V (t) =

∫ t
0 v(s)ds. In particular, for

any given value of t, it converges in distribution to a normally distributed random
variable with mean zero and variance V (t). Under some regularity conditions, a suf-
ficient condition for (2.58) is (2.60), and when k is fixed, a sufficient condition for
(2.59) is (2.61).
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In some applications in later chapters, we will need a multivariate version of the
martingale central limit theorem. This is given in Appendix B.3.

2.4 Exercises

2.1 Show that (2.3) and (2.4) are equivalent. [Hint: By a general result for con-
ditional expectations we have that E(Mn | Fm1) = E{E(Mn | Fm2) |Fm1} for all
0 ≤ m1 < m2 < n.]

2.2 Let M = {M0,M1,M2, . . .} be a martingale. Show that Cov(Mm,Mn−Mm) = 0
for all n > m. [Hint: Use the rule of double expectation to show that
Cov(Mm,Mn −Mm) = E{E(Mm (Mn −Mm) | Fm)}.]

2.3 Let Mn =∑n
k=0 Xk, where the X1,X2, . . . are independent random variables with

zero mean and variance σ2, and X0 = 0.

a) Show that M = {M0,M1,M2, . . .} is a martingale (w.r.t. the history generated by
the process itself).

b) Use (2.7) to find the predictable variation process 〈M〉.
c) Use (2.8) to find the optional variation process [M].

2.4 Prove (2.9), that is, that M2
0 − 〈M〉0 = 0 and that E(M2

n − 〈M〉n | Fn−1) =
M2

n−1 −〈M〉n−1.

2.5 Assume that the processes M1 = {M10,M11, . . .} and M2 = {M20,M21, . . .},
with M10 = M20 = 0, are martingales with respect to the history {Fn}. The pre-
dictable covariation process 〈M1,M2〉 is for n ≥ 1 defined by

〈M1,M2〉n =
n

∑
i=1

E{	M1i	M2i | Fi−1} (2.62)

=
n

∑
i=1

Cov(	M1i,	M2i | Fi−1),

while 〈M1,M2〉0 = 0. The optional covariation process [M1,M2] is defined by

[M1,M2]n =
n

∑
i=1

	M1i	M2i (2.63)

for n ≥ 1 and [M1,M2]0 = 0.

a) Show that M1M2 −〈M1,M2〉 and M1M2 − [M1,M2]n are mean zero martingales.
b) Show that Cov(M1n,M2n) = E〈M1,M2〉n = E [M1,M2]n for all n.
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2.6 Show that the process MT defined by (2.11) is a martingale. [Hint: Use the
martingale preservation property of the transformation Z = H •M with an appro-
priate choice of the predictable process H.]

2.7 Prove the statement (2.15). [Hint: Use the definition (2.8).]

2.8 Assume that the processes M1 = {M10,M11, . . .} and M2 = {M20,M21, . . .},
with M10 = M20 = 0, are martingales with respect to the history {Fn}, and let H1 =
{H10,H11, . . .} and H2 = {H20,H21, . . .} be predictable processes. Show that

〈H1 •M1,H2 •M2〉n =
n

∑
s=1

H1sH2s	〈M1,M2〉s

[H1 •M1,H2 •M2]n =
n

∑
s=1

H1sH2s	[M1,M2]s.

[Hint: Use the definitions (2.62) and (2.63) in Exercise 2.5.]

2.9 Prove (2.37). [Hint: Use that M2(t) = N2(t)−2λ t N(t)+(λ t)2 and the prop-
erties of the Poisson process N(t).]

2.10 Assume that the counting processes N1 and N2 do not jump simultaneously.
Prove that the covariation processes 〈M1,M2〉 and [M1,M2] of the corresponding
martingales are both identically equal to zero. [Hint: N1 +N2 is a counting process
with [M1 +M2] = N1 +N2. The result follows from the analog to (2.28).]

2.11 Let N(t) be an inhomogeneous Poisson process with intensity λ (t). Then the
number of events N(t)−N(s) in the time interval (s, t] is Poisson distributed with
parameter

∫ t
s λ (u)du, and the number of events in disjoint time intervals are inde-

pendent. Let Ft be generated by N(s) for s ≤ t, and let M(t) = N(t)−
∫ t

0 λ (u)du.

a) Prove that E(M(t) |Fs) = M(s) for all s ≤ t, that is, that M(t) is a martingale.
b) Prove that E

(

M2(t)−
∫ t

0 λ (u)du |Fs
)

= M2(s)−
∫ s

0 λ (u)du, that is, that M2(t)−
∫ t

0 λ (u)du is a martingale. Note that this shows that 〈M〉(t) =
∫ t

0 λ (u)du.

2.12 Let W (t) be the Wiener process. Then the increment W (t)−W (s) over the
time interval (s, t] is normally distributed with mean zero and variance t − s, and
the increments over disjoint time intervals are independent. Let V (t) be a strictly
increasing continuous function with V (0) = 0, and introduce the stochastic process
U(t) = W (V (t)). Finally let Ft be generated by U(s) for s ≤ t.

a) Prove that E(U(t) |Fs) = U(s) for all s ≤ t, that is, that U(t) is a martingale.
b) Prove that E

(

U2(t)−V (t) |Fs
)

= U2(s)−V (s), that is, that U2(t)−V (t) is a
martingale. Note that this shows that 〈U〉(t) = V (t).


