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Abstract This chapter analyzes the problem of data cleansing and the identification of
potential errors in data sets. The differing views of data cleansing are surveyed
and reviewed and a brief overview of existing data cleansing tools is given. A
general framework of the data cleansing process is presented as well as a set
of general methods that can be used to address the problem. The applicable
methods include statistical outlier detection, pattern matching, clustering, and
Data Mining techniques. The experimental results of applying these methods
to a real world data set are also given. Finally, research directions necessary to
further address the data cleansing problem are discussed.
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1. INTRODUCTION
The quality of a large real world data set depends on a number of issues

(Wang etal., 1995; Wang eta!., 1996), but the source of the data is the crucial
factor. Data entry and acquisition is inherently prone to errors, both simple and
complex. Much effort can be allocated to this front-end process with respect
to reduction in entry error but the fact often remains that errors in a large data
set are common. While one can establish an acquisition process to obtain high
quality data sets, this does little to address the problem of existing or legacy
data. The field errors rates in the data acquisition phase are typically around 5%
or more (On, 1998; Redman, 1998) even when using the most sophisticated
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measures for error prevention available. Recent studies have shown that as
much as 40% of the collected data is dirty in one way or another (Fayyad
et al., 2003).

For existing data sets the logical solution is to attempt to cleanse the data
in some way. That is, explore the data set for possible problems and endeavor
to correct the errors. Of course, for any real world data set, doing this task
by hand is completely out of the question given the amount of person hours
involved. Some organizations spend millions of dollars per year to detect data
errors (Redman, 1998). A manual process of data cleansing is also laborious,
time consuming, and itself prone to errors. Useful and powerful tools that
automate or greatly assist in the data cleansing process are necessary and may
be the only practical and cost effective way to achieve a reasonable quality
level in existing data.

While this may seem to be an obvious solution, little basic research has
been directly aimed at methods to support such tools. Some related research
addresses the issues of data quality (Ballou and Tayi, 1999; Redman, 1998;
Wang et al., 2001) and some tools exist to assist in manual data cleansing
and/or relational data integrity analysis.

The serious need to store, analyze, and investigate such very large data sets
has given rise to the fields of Data Mining (DM) and data warehousing (DW).
Without clean and correct data the usefulness of Data Mining and data ware-
housing is mitigated. Thus, data cleansing is a necessary precondition for suc-
cessful knowledge discovery in databases (KDD).

2. DATA CLEANSING BACKGROUND

There are many issues in data cleansing that researchers are attempting to
tackle. Of particular interest here, is the search context for what is called in
literature and the business world as "dirty data" (Fox et al., 1994; Hernandez
and Stolfo, 1998; Kimball, 1996). Recently, Kim (Kim et a!., 2000) proposed
a taxonomy for dirty data. It is a very important issue that will attract the
attention of the researchers and practitioners in the field. It is the first step in
defining and understanding the data cleansing process.

There is no commonly agreed formal definition of data cleansing. Various
definitions depend on the particular area in which the process is applied. The
major areas that include data cleansing as part of their defining processes are:
data warehousing, knowledge discovery in databases, and data/information
quality management (e.g., Total Data Quality Management TDQM).

In the data warehouse user community, there is a growing confusion as to the
difference between data cleansing and data quality. While many data cleans-
ing products can help in transforming data, there is usually no persistence in
this cleansing. Data quality processes ensure this persistence at the business
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level. Within the data warehousing field, data cleansing is typically applied
when several databases are merged. Records referring to the same entity are
often represented in different formats in different data sets. Thus, duplicate
records will appear in the merged database. The issue is to identify and elim-
inate these duplicates. The problem is known as the merge/purge problem
(Hernandez and Stolfo, 1998). In the literature instances of this problem are
referred to as record linkage, semantic integration, instance identification, or
the object identity problem. There are a variety of methods proposed to address
this issue: knowledge bases (Lee et al., 2001), regular expression matches and
user-defined constraints (Cadot and di Martion, 2003), filtering (Sung et a!.,
2002), and others (Feekin, 2000; Galhardas, 2001; Zhao et a!., 2002).

Data is deemed unclean for many different reasons. Various techniques have
been developed to tackle the problem of data cleansing. Largely, data cleansing
is an interactive approach, as different sets of data have different rules deter-
mining the validity of data. Many systems allow users to specify rules and
transformations needed to clean the data. For example, Raman and Heller-
stein (2001) propose the use of an interactive spreadsheet to allow users to
perform transformations based on user-defined constraints, Galhardas (2001)
allows users to specify rules and conditions on a SQL-like interface, Chaud-
hun, Ganjam, Ganti and Motwani (2003) propose the definition of a reference
pattern for records using fuzzy algorithms to match existing ones to the refer-
ence, and Dasu, Vesonder and Wright (2003) propose using business rules to
define constraints on the data in the entry phase.

From this perspective data cleansing is defined in several (but similar) ways.
In (Galhardas, 2001) data cleansing is the process of eliminating the errors and
the inconsistencies in data and solving the object identity problem. Hernan-
dez and Stolfo (1998) define the data cleansing problem as the merge/purge
problem and proposes the basic sorted-neighborhood method to solve it.

Data cleansing is much more than simply updating a record with good data.
Serious data cleansing involves decomposing and reassembling the data. Ac-
cording to (Kimball, 1996) one can break down the cleansing into six steps: el-
ementizing, standardizing, verifying, matching, house holding, and document-
ing. Although data cleansing can take many forms, the current marketplace and
technologies for data cleansing are heavily focused on customer lists (Kimball,
1996). A good description and design of a framework for assisted data cleans-
ing within the merge/purge problem is available in (Galhardas, 2001).

Most industrial data cleansing tools that exist today address the duplicate
detection problem. Table 2.1 lists a number of such tools. By comparison,
there were few data cleansing tools available five years ago.

Total Data Quality Management (TDQM) is an area of interest both within
the research and business communities. The data quality issue and its integra-
tion in the entire information business process are tackled from various points
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Table 2.1. Industrial data cleansing tools circa 2004

Tool Company
Centrus Merge/Purge Qualitative Marketing Software, http://www.qmsoft.com/
Data Tools Twins Data Tools, http://www.datatools.com.au/
DataCleanser DataBlade Electronic Digital Documents, http://www.informix.com
DataSet V iNTERCON http://www.ds-dataset.com
DeDuce The Computing Group
DeDupe International Software Publishing
dfPower DataFlux Corporation, http://www.dataflux.com/
DoubleTake Peoplesmith, http://www.peoplesmith.com/
ETI Data Cleanse Evolutionary Technologies Intern, http://www.evtech.com
Holmes Kimoce, http://www.kimoce.com/
i.d.Centric firstLogic, http://www.firstlogic.com/
Integrity Valily, http://www.vality.com!
matchlT helpiT Systems Limited, http://www.helpit.co.uk/
matchMaker Info Tech Ltd, http://www.infotech.ie/
NADIS Merge/Purge Plus Gmupl Software, http://www.gl.com/
NoDupes Quess mc, http://www.quess.com/nodupes.html
Pureintegrate Carleton,

http://www.carleton.com/productslView/index.htm
PureName PureAddress Carleton,

http://www.carleton.com/products/View/index.htm
QuickAdress Batch QAS Systems, http://207.158.205.1 10/
reUnion and MasterMerge PitneyBowes, http://www.pitneysoft.com/
SSA-NamefData Clustering Engine Search Software America

http://www.searchsoftware.co.uk/
Trillium Software System Trillium Software, http://www.trilliumsoft.com/
TwinFinder Omikmn, http://www.deduplicarion.com/index.html
Ultra Address Management The Computing Group
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of view in the literature (Fox et a!., 1994; Levitin and Redman, 1995; Orr,
1998; Redman, 1998; Strong et a!., 1997; Svanks, 1984; Wang et a!., 1996).
Other works refer to this as the enterprise data quality management problem.
The most comprehensive survey of the research in this area is available in
(Wang eta!., 2001).

Unfortunately, none of the mentioned literature explicitly refers to the data
cleansing problem. A number of the papers deal strictly with the process man-
agement issues from data quality perspective, others with the definition of data
quality. The later category is of interest here. In the proposed model of data
life cycles with application to quality (Levitin and Redman, 1995) the data
acquisition and data usage cycles contain a series of activities: assessment,
analysis, adjustment, and discarding of data. Although it is not specifically ad-
dressed in the paper, if one integrated the data cleansing process with the data
life cycles, this series of steps would define it in the proposed model from the
data quality perspective. In the same framework of data quality, (Fox et a!.,
1994) proposes four quality dimensions of the data: accuracy, current-ness,
completeness, and consistency. The correctness of data is defined in terms of
these dimensions. Again, a simplistic attempt to define the data cleansing pro-
cess within this framework would be the process that assesses the correctness
of data and improves its quality.

More recently, data cleansing is regarded as a first step, or a preprocessing
step, in the KDD process (Brachman and Anand, 1996; Fayyad et a!., 1996)
however no precise definition and perspective over the data cleansing process
is given. Various KDD and Data Mining systems perform data cleansing ac-
tivities in a very domain specific fashion. In (Guyon and Elisseeff, 2003) in-
formative patterns are used to perform one kind of data cleansing by discover-

ing garbage patterns — meaningless or mislabeled patterns. Machine learning
techniques are used to apply the data cleansing process in the written charac-
ters classification problem. In (Simoudis eta!., 1995) data cleansing is defined
as the process that implements computerized methods of examining databases,
detecting missing and incorrect data, and correcting errors. Other recent work
relating to data cleansing includes (Bochicchio and Longo, 2003; Li and Fang,
1989).

Data Mining emphasizes data cleansing with respect to the
garbage-in-garbage-out principle. Furthermore, Data Mining specific tech-
niques can be used in data cleansing. Of special interest is the problem of out-
her detection where the goal is to find out exceptions in large data sets. These
are often an indication of incorrect values. Different approaches have been pro-
posed with many based on the notion of distance-based outliers (Knorr and Ng,
1998; Ramaswamy eta!., 2000). Other techniques such as FindOut (Yu et a!.,
2002) combine clustering and outlier detection. Neural networks are also used
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in this task (Hawkins et a!., 2002), and outlier detection in multi-dimensional
data sets is also addressed (Aggarwal and Yu, 2001).

3. GENERAL METHODS FOR DATA CLEANSING
With all the above in mind, data cleansing must be viewed as a process. This

process is tied directly to data acquisition and definition or is applied after the
fact, to improve data quality in an existing system. The following three phases
define a data cleansing process:

• Define and determine error types

• Search and identify error instances

• Correct the uncovered errors

Each of these phases constitutes a complex problem in itself, and a wide variety
of specialized methods and technologies can be applied to each. The focus
here is on the first two aspects of this generic framework. The later aspect
is very difficult to automate outside of a strict and well-defined domain. The
intention here is to address and automate the data cleansing process outside
domain knowledge and business rules.

While data integrity analysis can uncover a number of possible errors in a
data set, it does not address more complex errors. Errors involving relation-
ships between one or more fields are often very difficult to uncover. These
types of errors require deeper inspection and analysis. One can view this as
a problem in outlier detection. Simply put: if a large percentage (say 99.9%)
of the data elements conform to a general form, then the remaining (0.1%)
data elements are likely error candidates. These data elements are considered
outliers. Two things are done here; identifying outliers or strange variations
in a data set and identifying trends (or normality) in data. Knowing what data
is supposed to look like allows errors to be uncovered. However, the fact of
the matter is that real world data is often very diverse and rarely conforms
to any standard statistical distribution. This fact is readily confirmed by any
practitioner and supported by our own experiences. This problem is especially
acute when viewing the data in several dimensions. Therefore, more than one
method for outlier detection is often necessary to capture most of the outliers.
Below is a set of general methods that can be utilized for error detection.

• Statistical: Identify outlier fields and records using the values such as
mean, standard deviation, range, based on Chebyshev's theorem (Barnett
and Lewis, 1994) and considering the confidence intervals for each field
(Johnson and Wichern, 1998). While this approach may generate many
false positives, it is simple and fast, and can be used in conjunction with
other methods.
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Clustering: Identify outlier records using clustering techniques based
on Euclidian (or other) distance. Some clustering algorithms provide
support for identifying outliers (Knorr et al., 2000; Murtagh, 1984). The
main drawback of these methods is a high computational complexity.

• Pattern-based: Identify outlier fields and records that do not conform
to existing patterns in the data. Combined techniques (partitioning, clas-
sification, and clustering) are used to identify patterns that apply to most
records. A pattern is defined by a group of records that have similar
characteristics or behavior forp% of the fields in the data set, where p is
a user-defined value (usually above 90).

• Association rules: Association rules with high confidence and support
define a different kind of pattern. As before, records that do not follow
these rules are considered outliers. The power of association rules is that
they can deal with data of different types. However, Boolean association
rules do not provide enough quantitative and qualitative information. Or-
dinal association rules, defined by (Maletic and Marcus, 2000; Marcus
et al., 2001), are used to find rules that give more information (e.g., ordi-
nal relationships between data elements). The ordinal association rules
yield special types of patterns, so this method is, in general, similar to
the pattern-based method. This method can be extended to find other
kind of associations between groups of data elements (e.g., statistical
correlations).

4. APPLYING DATA CLEANSING

A version of each of the above-mentioned methods was implemented. Each
method was tested using a data set comprised of real world data supplied by
the Naval Personnel Research, Studies, and Technology (NPRST). The data set

represents part of the Navy's officer personnel information system including
midshipmen and officer candidates. Similar data sets are in use at personnel
records division in companies all over the world. A subset of 5,000 records
with 78 fields of the same type (dates) is used to demonstrate the methods.
The size and type of the data elements allows fast and multiple runs without
reducing the generality of the proposed methods.

The goal of this demonstration is to prove that these methods can be success-
fully used to identify outliers that constitute potential errors. The implementa-
tions are designed to work on larger data sets and without extensive amounts
of domain knowledge.
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tions are designed to work on larger data sets and without extensive amounts 
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4.1 Statistical Outlier Detection
Outlier values for particular fields are identified based on automatically

computed statistics. For each field, the mean and standard deviation are uti-
lized, and based on Chebyshev's theorem (Barnett and Lewis, 1994) those
records that have values in a given field outside a number of standard devi-
ations from the mean are identified. The number of standard deviations to be
considered is customizable. Confidence intervals are taken into consideration
for each field. A field f in a record r3 is considered an outlier if the value of
f2 > p + roj or the value of f <ji — Eoj, where /ii is the mean for the field
f, cr is the standard deviation, and is a user defined factor. Regardless of the
distribution of the field f, most values should be within a certain number of
standard deviations from the mean. The value of r can be user-defined, based
on some domain or data knowledge.

In the experiments, several values were used for e (i.e., 3, 4, 5, and 6), and
the value 5 was found to generate the best results (i.e., less false positives and
false negatives). Among the 5,000 records of the experimental data set, 164
contain outlier values detected using this method. A visualization tool was
used to analyze the results. Trying to visualize the entire data set to identify
the outliers by hand would be impossible.

4.2 Clustering
A combined clustering method was implemented based on the group-

average clustering algorithm (Yang et a!., 2002) by considering the Euclidean
distance between records. The clustering algorithm was run several times ad-
justing the maximum size of the clusters. Ultimately, the goal is to identify
as outliers those records previously containing outlier values. However, com-
putational time prohibits multiple runs in an every-day business application on
larger data sets. After several executions on the same data set, it turned out that
the larger the threshold value for the maximum distance allowed between clus-
ters to be merged, the better the outlier detection. A faster clustering algorithm
could be utilized that allows automated tuning of the maximum cluster size as
well as scalability to larger data sets. Using domain knowledge, an important
subspace could be selected to guide the clustering to reduce the size of the data.
The method can be used to reduce the search space for other techniques.

The test data set has a particular characteristic: many of the data elements
are empty. This particularity of the data set does not make the method less
general, but allowed the definition of a new similarity measure that relies on
this feature. Here, strings of zeros and ones, referred to as Ha,nming value
(Hamming, 1980), are associated with each record. Each string has as many
elements as the number of fields in the record. The Hamming distance (Ham-
ming, 1980) is used to cluster the records into groups of similar records. mi-
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tially, clusters having zero Hamming distance between records were identified.
Using the Hamming distance for clustering would not yield relevant outliers,
but rather would produce clusters of records that can be used as search spaces
for other methods and also help identify missing data.

4.3 Pattern-based detection
Patterns are identified in the data according to the disthbution of the records

per each field. For each field, the records are clustered using the Euclidian
distance and the k-mean algorithm (Kaufman and Rousseauw, 1990), with k=6.
The six starting elements are not randomly chosen, but at equal distances from
the median. A pattern is defined by a large group of records (over p% of the
entire data set) that cluster the same way for most of the fields. Each cluster is
classified according to the number of records it contains (i.e., cluster number
I has the largest size and so on). The following hypothesis is considered: if
there is a pattern that is applicable to most of the fields in the records, then a
record following that pattern should be part of the cluster with the same rank
for each field.

This method was applied on the data set and a small number of records
(0.3%) were identified that followed the pattern for more than 90% of the fields.
The method can be adapted and applied on clusters of records generated using
the Hamming distance, rather than the entire data set. Chances of identifying a
pattern will increase since records in clusters will already have certain similar-
ity and have approximately the same empty fields. Again, real-life data proved
to be highly non-uniform.

4.4 Association Rules

The term association rule was first introduced by (Aggarwal et a!., 1993)
in the context of market-basket analysis. Association rule of this type are also
referred to in the literature as classical or Boolean association rules. The con-
cept was extended in other studies and experiments. Of particular interest to
this research are the quantitative association rules (Srikant et al., 1996) and
ratio-rules (Korn et a!., 1998) that can be used for the identification of possi-
ble erroneous data items with certain modifications. In previous work we ar-
gued that another extension of the association rule —ordinalassociation rules
(Maletic and Marcus, 2000; Marcus et al., 2001) — is more flexible, general,
and very useful for identification of errors. Since this is a recently introduced
concept, it is briefly defined.

Let R = {rl, r2 r} be a set of records, where each record is a set of k
attributes (al ak). Each attribute a in a particular record r2 has a value
(rj, a) from a domain D. The value of the attribute may also be empty and is
therefore included in D. The following relations (partial orderings) are defined
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over D, namely less or equal (), equal (=) and, greater or equal (�) all having
the standard meaning.

Then (ai,a2,a3 am)=t (ai/21a2 /12a3 ... itm_lam), where each
e {, =, }, is a an ordinal association rule if:

1. a1.. .am occur together (are non-empty) in at least s% of the n records,
where s is the support of the rule;

2. and, in a subset of the records R' ç R where a1 .. . am occur together
and 4(r, a1) [Li ... /tm_1 (rj, am) is true for each r3 E R'. Thus IR'I
is the number of records that the rule holds for and the confidence, c, of
the rule is the percentage of records that hold for the rule c = IR'MRI.

The process to identify potential errors in data sets using ordinal association
rules is composed of the following steps:

1. Find ordinal rules with a minimum confidence c. This is done with a
variation of apriori algorithm (Aggarwal et al., 1993).

2. Identify data items that broke the rules and can be considered outliers
(potential errors).

Here, the manner in which support of a rule is important differs from typi-
cal data-mining problem. We assume all the discovered rules that hold for
more than two records represent valid possible partial orderings. Future work
will investigate user-specified minimum support and rules involving multiple
attributes.

The method first normalizes the data (if necessary) and then computes com-
parisons between each pair of attributes for every record. Only one scan of the
data set is required. An array with the results of the comparisons is maintained
in the memory. Figure 2.1 contains the algorithm for this step. The complexity
of this step is only O(N * M2) where N is the number of records in the data
set, and M is the number of fields/attributes. Usually M is much smaller than
N. The results of this algorithm are written to a temporary file for use in the
next step of processing.

In the second step, the ordinal rules are identified based on the chosen min-
imum confidence. There are several researched methods to determine the
strength including interestingness and statistical significance of a rule (e.g.,
minimum support and minimum confidence, chi-square test, etc.). Using con-
fidence intervals to determine the minimum confidence is currently under in-
vestigation. However, previous work on the data set (Maletic and Marcus,
2000) used in our experiment showed that the distribution of the data was not
normal. Therefore, the minimum confidence was chosen empirically, several
values were considered and the algorithm was executed. The results indicated
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that a minimum confidence between 98.8 and 99.7 provide best results (less
number of false negative and false positives).

Algorithm compare items.
for each record in the data base (1.. .N)

normalize or convert data
for each attribute x in (1.. .M-l)

for each attribute y in (x÷l. . .M—l)
compare the values in x and y

update the comparisons array
end for.

end for.

output the record with normalized data
end for.

output the comparisons array
end algorithm.

Figure 2.1. The algorithm for the first step

The second component extracts the data associated with the rules from the
temporary file and stores it in memory. This is done with a single scan (com-
plexity O(C(M, 2)). Then for each record in the data set, each pair of at-
tributes that correspond to a pattern it is checked to see if the values in those
fields are within the relationship indicated by the pattern. If they are not, each
field is marked as possible error. Of course, in most cases only one of the two
values will actually be an error. Once every pair of fields that correspond to a
rule is analyzed, the average number of possible error marks for each marked
field is computed. Only those fields that are marked as possible errors more
times than the average are finally marked as having likely errors. Again, the av-
erage value was empirically chosen as a threshold to prune the possible errors
set. Other methods to find such a threshold, without using domain knowledge
or multiple experiments, are under investigation. The time complexity of this
step is O(N*C(M,2)), and the analysis of each record is done entirely in the
main memory. Figure 2.2 shows the algorithm used in the implementation of
the second component. The results identify which records and fields are likely
to have errors.

Using a 98% confidence, 9,064 records in 971 fields that had high probabil-
ity errors were identified out of the extended data set of 30,000 records. These
were compared with those outliers identified with statistical methods. These
possible errors not only matched most of the previously discovered ones, but
173 were errors unidentified by the previous methods. The distribution of the
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Algorithm analyze records.
for each record in the data base (lN)

for each rule in the pattern array
determine rule type and pairs

compare item pairs
if pattern NOT holds

then mark each item as possible
error

end for.
compute average number of marks
select the high probability marked

errors

end for.

end algorithm.

Figure2.2. Algorithm for the second step

data influenced dramatically the error identification of the data process in the
previous utilized methods. This new method is proving to be more robust and
is influenced less by the distribution of the data. Table 2.2 shows an error iden-
tified by ordinal association rules and missed with the previous methods. Here
two patterns were identified with confidence higher than 98%: values in field
4 < values in field 14, and values in field 4 < values in field 15. In the record
no. 199, both fields 14 and 15 were marked as high probability errors. Both
values are in fact minimum values for their respective fields. The value in field
15 was identified previously as outlier but the value in field 14 was not because
of the high value of the standard deviation for that field. It is obvious, even
without consulting a domain expert, that both values are in fact wrong. The
correct values (identified later) are 800704. Other values that did not lie at the
edge of the distributions were identified as errors as well.

Table 2.2.
not identified

part of the data set. An error was identified in record 199, field 14, which was
previously. The data elements are dates in the format YYMMDD.

Record Number Field 1 ... Field 4 ... Field 14 Field 15

199 600603 ... 780709 ... 700804 700804
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5. CONCLUSIONS
Data cleansing is a very young field of research. This chapter presents some

of the current research and practice in data cleansing. One missing aspect in the
research is the definition of a solid theoretical foundation that would support
many of the existing approaches used in an industrial setting. The philosophy
promoted here is that a data cleansing framework must incorporate a variety
of such methods to be used in conjunction. Each method can be used to iden-
tify a particular type of error in data. While not specifically addressed here,
taxonomies like the one proposed in (Kim et al., 2000) should be encouraged
and extended by the research community. This will support the definition and
construction of more general data cleansing frameworks.

Unfortunately, little basic research within the information systems and com-
puter science communities has been conducted that directly relates to error de-
tection and data cleansing. In-depth comparisons of data cleansing techniques
and methods have not yet been published. Typically, much of the real data
cleansing work is done in a customized, in-house, manner. This behind-the-
scenes process often results in the use of undocumented and ad hoc methods.
Data cleansing is still viewed by many as a "black art" being done "in the base-
ment". Some concerted effort by the database and information systems groups
is needed to address this problem.

Future research directions include the investigation and integration of var-
ious methods to address error detection. Combination of knowledge-based
techniques with more general approaches should be pursued. In addition, a
better integration of data cleansing in the data quality processes and frame-
works should be achieved. The ultimate goal of data cleansing research is to
devise a set of general operators and theory (much like relational algebra) that
can be combined in well-formed statements to address data cleansing prob-
lems. This formal basis is necessary to design and construct high quality and
useful software tools to support the data cleansing process.
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