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3.3 Linearization and Stability

Linearization of a nonlinear differential or difference equation of the form (2.27)
about a given trajectory (in particular an equilibrium state) yields a linear system
which, in general, will be time-varying. Since stability is a local property one might
expect that the linearization provides sufficient information to determine whether
or not the trajectory is stable. This is the idea behind an approach adopted by Li-
apunov which is now known as Liapunov’s indirect method. In order to prepare the
ground for the development of this method we need to consider stability problems
for linear systems. Actually linear models are often used in areas of application
and especially in control, so linear stability analysis is important in its own right.
Moreover, as we shall see, the theory is well developed and yields a number of spe-
cific stability criteria which lead to computable tests. By using Liapunov’s indirect
method these linear stability tests can be applied to nonlinear systems as well.
Our stability analysis will be for both time-varying and time-invariant linear sys-
tems and we will also include methods related to Liapunov functions since they will
enable us to prove the validity of the indirect method. In the last section of this
chapter the stability analysis of linear systems will be continued with a derivation
of the classical algebraic stability criteria for time—invariant linear systems.

In the first subsection we characterize the asymptotic and exponential stability of
time—varying linear systems via their evolution operator ® and associated Liapunov
and Bohl coefficients. Whilst these results are quite satisfactory they suffer from
the drawback that one needs to compute ® in order to check them. In Subsection
3.3.2 time-invariant systems are considered and we show that the conditions are
equivalent to constraints on the spectrum of A. We illustrate the results with some
examples and also carry out an extended case study where the numerical stabil-
ity of linear multi-step discretization methods, described in Section 2.5 is analyzed.
In Subsection 3.3.4 we examine the possibility of using time-dependent quadratic
forms as Liapunov functions for time-varying linear systems. Then these quadratic
forms are used for nonlinear systems (2.27) to derive stability properties of a given
trajectory from stability properties of the associated linearized model (Liapunov’s
indirect method). In fact we will see that the properties of asymptotic stability and
of instability can be tested via the linearized model. However this is not possible
for (marginal) stability, since the stability of a solution which is not asymptotically
stable can be destroyed by arbitrary small perturbations of the system equation (see
Subsection 3.3.2). Finally, in the last subsection we consider time-invariant systems
and time—invariant quadratic Liapunov functions. For their construction a linear
matrix equation, the algebraic Liapunov equation, must be solved. We analyze this
equation in some detail and characterize the asymptotic stability and instability
of a time-invariant linear system via the solutions of the associated algebraic Lia-
punov equation. This in turn allows us to conclude that an equilibrium point T of
a nonlinear system is exponentially stable if and only if the spectrum o(A) of the
matrix obtained from the linearization at T satisfies 0(A) € C_ (resp. o(4) € D).
In addition, if 0(A) ¢ C_ (resp. 0(A) ¢ D), then T is an unstable equilibrium point
of the nonlinear system.
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3.3.1 Stability Criteria for Time-Varying Linear Systems

In this subsection we analyze the stability of finite dimensional time-varying linear
systems described by differential and difference equations. Recall that for these sys-
tems the (asymptotic) stability of the equilibrium solution at the origin is equivalent
to the (asymptotic) stability of any other solution (see Subsection 3.1.2). Hence we
may attribute the stability properties to the system itself instead of the solutions.
We first express the stability properties of a linear system in terms of the associ-
ated evolution operator ®(t,ty). We then introduce Liapunov and Bohl exponents
which measure the (uniform) exponential growth (or decrease) of the trajectories.
The main theorem of the subsection is Theorem 3.3.15 where uniform exponential
stability is shown to be equivalent to the Bohl exponent being negative and also to
the existence of a uniform estimate on the LP-norm of the evolution operator ®.
We consider the following system equations

i(t) = A@)a(t), teTCR (1a)
ot+1) = A(t)z(t), teTCZ (1b)

where the time domain 7" is either an interval in R or in Z which is unbounded to
the right. By assumption A(-) € PC(T;K"*") in (1a) and A(t) € K™ ¢t € T in
(1b). In both cases A(-) generates an evolution operator ®(-,-) (see Section 2.2),
and the solution of (1) satisfying x(to) = 2° is given by z(t) = ®(t,t)2°, t € T,, for
all 2% € K™. Linear systems of the form (1) induce a global flow ¥ = (T, X, ¢) on
X = K" given by p(t;tg,2°) = (¢, 40)2°, (tg,2°) € T x K", t € Ty,.

As in the previous section we provide K" with the Euclidean norm and K™*" with
the corresponding operator norm (spectral norm). The first two propositions are
immediate consequences of Definitions 3.1.8, 3.1.9.

Proposition 3.3.1. Let (2',...,2") be any basis of K*. Then the following state-
ments are equivalent.

(i) The system (1) is stable at time to (resp. uniformly stable).

(ii) There exists a constant M which may depend on ty (resp. independent of ty)
such that | ®(t, to)|| < M for allt € Ty, .

(iii) There exists a constant M which may depend on ty (resp. independent of ty)
such that ||®(t, to)2'|| < M for allt € Ty, i € n.

Proof: (i) = (ii). Suppose that (1) is stable at time ¢, (resp. uniformly stable).
Then for ¢ = 1, there exists § > 0 depending on t, (resp. independent of ;) such
that

2% <6 = [®(tto)a"| <1, teT.
Hence ||D(f,to)|| < 67! for all ¢ € Ty,.
As (ii) = (iii) is trivial it only remains to prove (iii) = (i). Suppose (iii). Since
there exist a,b > 0 such that

a max|&| < H;&zﬂl <bmax|gl, £eK" (2)
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we have for all 2° = >"" | &2 € K",
12t t0)2"[| = [|@(2, o) ;5i2i|l < max | ; 1@t t0)2"[| < a™'nM]|2°]].
This proves (i). O
Proposition 3.3.2. Let (z!,...,2") be any basis of K*. Then the following state-
ments are equivalent.
(i) The system (1) is asymptotically stable at time to (resp. uniformly asymptoti-
cally stable).

(i1) The system (1) is globally asymptotically stable at time ty (resp. globally uni-
formly asymptotically stable).

(i) || ®(t, to)|| — 0 as t — oo (resp. uniformly in ty).

(iv) Fori €n, |®(t,to)z'|| — 0 ast — oo (resp. uniformly in to).
Proof: (i) = (ii) follows directly from linearity and (ii) = (iv) and (iii) = (i) are
trivial.

(iv) = (iii). Suppose (iv) holds, then for every ¢ > 0 there exists a time 7(¢)
depending on ¢, (independent of ¢y) such that [|®(t,t9)z"|| < € for all t € T}y r(e),

i € n. But then, for every 2% = Y7 | &%, [|2°| = 1 we have max;e, || < a~! where
a > 0 satisfies (2), and thus

@t to)a’|| = | Y &®(t.to)2"| <a'ne, € Thure,

i=1
hence (iii) holds. O
Remark 3.3.3. In the discrete time case
Dlt,to) = At~ DA(L—2)... Alto), €Ty 3)
So if (1b) is (asymptotically) stable at time ¢y € T it will also be (asymptotically) stable
at time 7 € T for all 7 < tg. A similar statement also holds for 7 € T, 7 > t¢ provided
that det A(k) # 0 for k = tg,...,7 — 1. Furthermore, taking norms in (3) we obtain
(MteT: AR <v) = [th)| <A™, toeT, teT,. (4)

Hence the zero state of (1b) will be uniformly stable if ||A(¢)]] < 1, ¢ € T and it will
be uniformly asymptotically stable if ||A(¢)|| < v < 1 for all t € T. These conditions,
however, are far from being necessary. O

An estimate of the spectral norm [|®(¢, )] for the continuous time case is provided
by the next lemma.

Lemma 3.3.4. If ®(t, o) is the evolution operator of (la), then

e AN < o (@(t10)) = [ B0, )7 01 1) < IO gy (5)
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Proof: Since ®(tg,t) = ®(¢,to)"", we have

0

ar2(tt0) = A(DD(t,to),
%(I)(to,t) = —®(t,to) TAR)D(t, o) D(t, to) Tt = —D(t, 1) TA(t) = —D(tg, 1) A(t)
for a.e. t > ty. Integrating yields

t

O(t,tg) — I = /tA(s)q)(s.,to)ds, O(tg,t) — I = 7/ D(tg, s)A(s)ds, t>tg.

to to

Hence for t > ¢,

[(t, o) || < 1 +[ [A() [l (s, to)llds, [ (to, 8)]| <1 +[ 1@ (to, )1 A(s)|ds.

By Gronwall’s Lemma 2.1.18, we have
[@(t to)]] < el IAOME (it )] < ek 14OIE -y > g,

So the second inequality holds and the first is a consequence of ouin(P(t, 1)) =
[|®(to, t)||7* for ¢ > to. O

As a corollary of this lemma and Propositions 3.3.1, 3.3.2 we obtain

Corollary 3.3.5. The continuous time system (la) with time-domain T = [ty,0)
is uniformly stable if ftio |A(s)|lds < oco. It is (asymptotically) stable at time t, € T
if and only if it is (asymptotically) stable at time to € T.

Proof: The first part is clear from the previous Proposition 3.3.1 and the above
lemma. The second follows from the estimates

[, to)[| < 1P t) [t to)ll, (1D t)|| < ([P to)[[|R(Fo, t1)]l, >t >t (6)

and Proposition 3.3.2 and (5). O

The following proposition shows that for periodic systems (1) the stability properties
can be characterized via those of an associated time—invariant linear system. We
will see in the next subsection that efficient stability tests are available for such
systems.

Proposition 3.3.6. Suppose the generators A(-) of (1) are periodic with period
Te€T, T=RorZ >0 At+7) = A(t),t € T. Then (1) is uniformly
stable (uniformly asymptotically stable) if and only if the time—invariant discrete
time system

#(k+1) = &(r,002(k), keN (7)

is stable (asymptotically stable) where ® is the evolution operator generated by (1).
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Proof: By periodicity ®(¢,t9) = ®(t + 7,80+ 7), t € T3, to € T. Hence if ¢t € Ty,

and ! / ! !
to = kot + 1 , t=kr+t', 01t t' <71, Kk k€N, (8)

then
O(t,to) = Pt kr)P(kT, (k—1)7) - ®((ko + 1)7,%0) (9)
= O, 0)P(r, 0)’“*’%*1@(77%),

By (3), (5) there exists ¢ > 0 such that |®(¢,0)]|, [|®(7, )| < ¢ for all ¢, t' €
[0,7] N T. Therefore (9) implies

@t )]l < *|@(r,0) 7|, teT, asin(8).

Applying Proposition 3.3.1 (Proposition 3.3.2) we see that (1) is uniformly (asymp-
totically) stable if (7) has this property. The converse implication is obvious since
O(7,0)k = ®(kT,0). O

The next example shows that a system (1) may be unstable even though every time
invariant system #(t) = A(7)z(t) (resp. z(t + 1) = A(7)z(t)) frozen at time 7 € T
is asymptotically stable. It is also possible that every frozen system is unstable yet
(1) is stable, see Ex. 7.

Example 3.3.7. Consider the two dimensional periodic system of period 27, where

A(t) = {COSt 7Sint} [ -1 *5} [ cost sint }

sint cost 0 -1 —sint cost (10)

Then o(A(1)) = {—1}, 7 € R4 and we will see in the next subsection that time-invariant
continuous time systems with spectrum in the open left half plane are asymptotically
stable. However it is easily verified that the evolution operator generated by A(-) is such
that

®(t,0) = {

e'(cost + 3sint) e 3(cost — sint)
e'(sint — 2 cost) e 3 (sint+ 1 cost)

which is clearly unbounded. o
Let us now turn to exponential stability. The linear system (1) is (uniformly)

exponentially stable if there exist for every tq € T a constant M > 0, and a decay
rate w < 0 which may depend upon ¢, (resp. independent of #y), such that

| ®(t,to)|| < Me*tt) teT, . (11)

The next theorem is rather surprising. A similar result does not hold for nonlinear
systems.

Theorem 3.3.8. The system (1) is uniformly exponentially stable if and only if it
is uniformly asymptotically stable.

Proof: The only if part follows immediately from (11) and Proposition 3.3.2. Con-
versely suppose that (1) is uniformly asymptotically stable. By Proposition 3.3.2
there exists 7 € T such that | ®(¢t + 7,t)|[| < 1/2 for all t € T. Hence using the
concatenation property of ®
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(Lo + k7, to)|| < || ®(to + k7 to + (b — 1)) ... | ®(to + 7, t0)|| < 27"
Now suppose to + k7 <t <ty+ (k+ 1), t € T}y, k € N, then
1@, to) | < 1@t to + kTP (to + kT to)l| < [|9(¢,t + kT)[|127* .

By Proposition 3.3.1 there exists M’ > 0 such that |®(¢,to + k7)|| < M’ for all
t >ty + k7, k € N, and hence

|®(t, )| < M'27[0)/7=1 e Ty tyeT.
Setting M = 2M’, w = —(In2)/7 we obtain (11). O

In his doctoral thesis in 1892 Liapunov introduced characteristic numbers associated
with the flow generated by the differential equation (1a). They are now known as
Liapunov exponents and we will be particularly interested in the upper one which
characterizes the supreme exponential growth rate of the system. Our definition is
applicable to both continuous and discrete time systems (1).

Definition 3.3.9 (Liapunov exponents). If ®(-,-) is the evolution operator of
(1) and ¢y € T, the upper and lower Liapunov exponents @(®), a(®) are defined by

a(®) = inflweR; IM, >0Vt Ty, : [Dtty)] < Myet=)}
a(®) = sup{weR; IM, >0VteT, Ve e K" : ||O(t to)z] > M|z}

(where we set inf @) := oo, sup @ := —o0).

It is easily seen that the two Liapunov exponents do not depend upon t; in the
continuous time case. In the discrete time case this is also true if det A(¢) # 0 for
all t € T. But, if det A(t1) = 0 for some ¢; € T then det (¢, ) = 0 for all (¢,1)
with ¢y < t; < t. So by (3) @(®) = —oo if we choose ty < t; (as we will always do
in this case). Therefore we need not indicate the dependency on t, in our notation
of the Liapunov exponents.

While exponential stability can be characterized by @(®) < 0 (see the next remark),
uniform exponential stability can be characterized in terms of the upper Bohl expo-
nent introduced by Bohl in 1913.

Definition 3.3.10 (Bohl exponents). If ®(-, -) is the evolution operator generated
via (1), the upper and lower Bohl exponents §(®), 5(®) are defined by

B(®) = inf{w € R; IM, Vto € TVt € Ty, 1 || ®(t, )] < Mye* "0},
B(®) = sup{w € R; IM,, Vtg € TVt € T, Vo € K" [|®(t, to)z|| > Me* ||z}

Remark 3.3.11. (i) Clearly a(®) < 3(®) and 5(®) < a(®).

(ii) If ||A(t)|| < v, for allt € T and some « > 0, it follows from (3) in the discrete time case
that 3(®) < In~y, whereas in the continuous time case we have 3(®) < vy and 3(®) > —v
by ().

(iil) Suppose that @(®) < oo (resp. B(P) < o), then given v > @(®) (resp. v > 5(®))
there exists M depending on v such that ||®(t,t)|| < Me =) t € T, for a given
ty € T (vesp. ||®(t,to)|| < Me't=%) ty € T, t € Ty,). So we conclude that the system
(1) is exponentially stable at time ¢y (resp. uniformly exponentially stable) if and only if

a(®) < 0 (resp. B(®) < 0).
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(iv) If ‘ii(tlto) = P(to,t)* denotes the evolution operator generated by —A(t)*, then
B(®) = B(®D). =

In general the Bohl and Liapunov exponents are not the same as the following scalar
example shows.

Example 3.3.12. (Perron). Consider the scalar system
#(t) = a(t)z(t), where a(t)=sinlnt+coslnt, ¢t > 0. (12)
The corresponding evolution operator is
B(t,tg) = etsinlnt—tosinlnto 45 4o

and ||®(t,1)|| < ef, ¢t >1s0o@(®) < 1.
For small € > 0 let Int,, = 2nw + 7/4 + €, Inty, = 2n7 + 7/4, then

tnsinlnt, — to, sinlntg, = e2mtm/4 [66 sin(m/4 4+ €) — sin 7r/4] .

But for small ¢, e sin(n/4+¢) —sinn/4 ~ (1+¢)(14+¢)/v2—1/v/2 =~ v/2¢. Hence given
any small § > 0 there exists ¢ > 0 such that e sin(r/4 4+ ¢) —sin7/4 > (V/2 — 8)(e — 1).
And so for this ¢

tpsinlnt, — to, sinlntg, > (\/i —8)(tn — ton) -

But then (b, ton)| > (V2=0)(tn—ton)

Since t, — top, — 00 as n — 0o, this shows B(®) > V2. Now |a(t)] < V2, t > 0. Hence
t N e _
|®(t,t0)] = |e'ft0 a'<5)d‘s| < eV2t=t0) ¢ > ¢; > 0 and so in fact B(®) = V2. O

Remark 3.3.13. In the continuous time case if A(-) generates ®(-,-), then for any A € C,
A()) 4+ M, generates @) (£, 1) = eXt=10)B(¢, ¢y) and

a(®y) = a(®) + Re ), B(®y) = B(®) +Re . (13)

If a(-) is as in the above example and —v/2 < A < —1 we see that @(®)) < 0and B(®y) >0
so that all solutions of & = (a(t) + A\)z decrease exponentially although 3(®,) > 0. O

It is easily verified (see Ex. 5) that for the upper upper Liapunov exponent we have

In||®(¢,0
a(®) = limsup nfj2 ¢ Ol )

14

t—oo t ( )
The corresponding formula for the Bohl exponent is given in the next proposition.
Proposition 3.3.14. 3(®) < oo if and only if

sup [®(¢, o) || < oo, (15)
to,teT, 0<t—tp<1

and when this is the case

to, t—to—00 t—to

(16)
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Proof: Suppose 3(®) < oo, then choosing v > max{3(®), 0} there exists M(vy) >
0 such that
®(t,t0)|| < M(y)eX 1)ty €T, teT,. (17)
Hence supg<; 4,<1 [|P(t,%0)]| < M(v)e? < oo. Conversely suppose (15) holds so that
|®(1,0)|| < K for some K > 1 and all o,7 € T, 0 < 7 —0¢ < 1. Then for every
toeT,t €Ty such that to+ (n—1) <t <ty +n
n—1
(L, to)|| < ||®(t, to+n—1)] H | ®(to+k, to+k—1)| < K" < KelttmE —(1g)
k=1
So B(®) < In K and this concludes the proof of the equivalence statement.
To prove (16) we suppose 3(®) < oo. Then (17) holds for every v > 3(®) and so

In||D(t, 1,
p = limsup M < limsup
tot—to—oo L —1o tot—to—oo L — 1o

Hence p < 3(®). Conversely, for every v > y there exists a time t, € T such that
In||D(t, 1,
w <7, de ||®(tLto)]| <ty ET,, t € Tippe,-
By (18)
K, :=sup{||®(t,to)||; to, t € T, 0 < t —tg < t,} < Ke™K < 0. (19)

So
|D(t,to)|| < K eMve 10 g <t <ty +t,,. (20)
Therefore
H@(t,t())H < Nev(tit[)) ’ t() € T'fm, ) te 71t() )

where N = max{1, K,eM*}. But by (20) this same estimate is also valid for
0 <ty <t<t,. Finallyif ¢, <t, <t we have

12 (t, to)l| < [0t )@ (L, to)]| < N "IN i) = N2ert=te)

and so there exists M such that [|®(t,f)|| < Me=) forallty € T, t € Ty, .
Thus G(®) < p and (16) is proved. O

Note that in the discrete time case (15) holds if and only if sup,cp ||A()]| =: v < o0
in which case @(®) < B(®) < In~.

The following theorem gives an alternative characterization for uniform exponential
stability of (1). It is closely related to the Liapunov results which we will develop
in Subsection 3.3.4.

Theorem 3.3.15. Suppose the evolution operator ® of (1) satisfies 3(®) < oo then
the following statements are equivalent.

(i) The system (1) is uniformly exponentially stable.
(ii) B(®) < 0.
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(iit) For any p € (0,00) there exists a constant ¢ independent of ty € T such that

/ 1e(tto)[Pdt < ¢ (resp. Y | @(tto)lIP <¢), to €T (21)

to t=to

(iv) For any p € (0,00) there exists a constant ¢ independent of to € T such that

/ 10(t, to)al[Pdt < cl|z||” (resp. Y [|@(t, to)a|| < cl|z[”), = € K", ty € T. (22)

to t=to

Proof: The proof is for the continuous time case. (i) < (ii) and (iii) = (iv) is
clear.

(i) = (iii): Suppose (i) then there exist constants M > 0,w < 0 independent of
to € T such that ||®(t,to)|| < Me“(t=%) for all t, € T, t € T,,. Hence (21) holds
with ¢ = M? /p(—w).

(iv) = (i): Since B(®) < oo there exists M, > 0 independent of t; such that
|®(t,to)|| < M%) for all ty € T, t € Ty,. So

1— efpﬁ(tfto) t p(t—s)
TH‘I’(MO)%H” = / e P D(E, to)x||Pds (23)

to

IN

i
/ e PP || D (t, 5)||7)| B (s, to)z||Pds
t,

0

IN

t
Mw/“éwmmwwsﬁﬁﬂwﬂtzm.
to

Hence there exists v independent of ¢y € T such that ||®(¢,t)]| < 7, t > ty. But
then for t > tg, to € T

t t
(t = o)t tyalP = [ @ tw)alPds < [ (e s)PI@Cs. to)alPds < 7l
to to

So for 7 = 2P4Pc

|D(to + 7, 80)|| <1/2, toeT. (24)
Now suppose to + (n — 1)7 < ¢ <ty + nr, then from (24)
n—1
v —(In2)(t—to)/T
(1D(¢, to) || < ||D(¢, to+(n—1)7)|] H | (to+kT, to+(k—1)7)|| < = < 2ye 2 (b=t0)/7
k=1

Hence 3(®) < —(In2)/7. The reader is asked to prove the discrete time case in
Ex. 23. O

We now consider the effect of time—varying linear coordinate transformations of
the form Z(t) = S(t)~'x(t) on the system (1), where S(-) € PCY(T;Gl,(C))
(resp. S(t) € GL,(C),t € T). The associated similarity transformation converts
the system (1) into

ity = A)E(t), t €T, (vesp. #(t+1)=At)Z(t), t€T) (25)
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where
A(t) = St)TTAM)S(t) — St)LS(t), t € T, (resp. = S(t+1)"TA()S(t), t € T).
The evolution operator of the system (25) is

(t,s) = S(t)rd(t,5)S(s), t,seT. (26)

In order that these transformations preserve stability properties additional assump-
tions must be imposed.

Definition 3.3.16 (Liapunov and Bohl transformation). A time-varying trans-
formation S(-) € PCY(T; GL,(C)) (resp. S(t) € G1,,(C), t € T') is called a Liapunov
transformation if S(-), S(-)~" and S(-) are bounded on T'. It is called a Bohl trans-
formation if

inf {g €R; M. >0Vt seT:[|SE)Y S < Meeg‘t_s‘} =0

It is easily seen that the Liapunov transformations on 7" form a group with respect to
pointwise multiplication, and this group of transformations preserves the properties
of stability, instability and asymptotic stability. The next proposition shows that
the property of exponential stability is invariant with respect to the larger group of
Bohl transformations.

Proposition 3.3.17. The Bohl exponent is invariant with respect to Bohl transfor-
mations.

Proof: Let 2(t) = A(t)Z(t), (resp. Z(t+1) = A(t)Z(t)) be similar to (1) via a Bohl
transformation S(-). Since the evolution operator of the transformed equation is
given by (26), we have

12t )l < IS@ e IS, ts €T

But by Definitions 3.3.10 and 3.3.16, for every € > 0, there exists a constant M.
such that

ISOTHNS ()] < Meet), [ @(t, 5)|| < Mol PHIE) > s €T

So B(®) < B(®). Using the fact that S(-)' is also a Bohl transformation we
conclude that 3(®) = 3(®). O

It is a simple exercise to show that every time-varying linear system (1) can be
transformed into the trivial system & = 0 by a time-varying coordinate transforma-
tion. In the context of stability theory it is interesting to know which time-varying
systems can be transformed into time—invariant ones via Liapunov or Bohl trans-
formations. According to a result of Liapunov this is always possible for periodic
systems.

Proposition 3.3.18. Suppose the generator A(-) of (1) is periodic with period T >
0,7€T: At+7)=A(t), t €T, and det A(t) # 0,t € T in the discrete time case.
Then there exists a Liapunov transformation such that the transformed system (25)
15 time-invariant.
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Proof: Suppose ®(:,-) is generated by A(:). Since A(+) is periodic, we have

O(t+71,0) = A(t)®(t +7,0), t € T (resp. (t+7+1,0) = A(t)®(t+7,0), t € T).

So there must exist a constant nonsingular matrix V' such that ®(t+7,0) = ®(¢,0)V.
Choose L € C™™ such that e* =V and set S(t) = ®(t,0)e *L/7 t € T. Then

S(t+7) = 0t +7,0)e” /DL = @(t,0)eleEMDL = 5(¢1).

Hence S(+) is periodic with period 7. In the continuous time case ® is automatically
invertible and in the discrete time case this is a consequence of the assumption that
det A(t) # 0, t € T. It follows therefore that S(t), t € T' is invertible. Moreover

S(t) = A(t)®(t,0)e /™ — d(t,0)e H/"r L = A(t)S(t) — S(t)T 'L, t > 0.
And in the discrete case
S(t+1)=d(t+1,0)e” V™ = AW)S(t)e ™", t e T.

So the transformed system (25) is given by A(t) = 7'L, t € T, (vesp. = /7).
Clearly S(-) € PCYHT;Gl1,(C)) (resp. S(t) € GL,(C),t € T) and the bounded-
ness of S(-), S(-)%, §(-) is a consequence of periodicity. Hence S is a Liapunov
transformation and this completes the proof. O

3.3.2 Time-Invariant Systems: Spectral Stability Criteria

We consider systems of the form
#(t) = Az(t), teT, (resp. z(t + 1) = Az(t), teT) (27)

where A € K™ and T' = R (resp. T' = N). The following result relates growth
properties of the semigroup generated by the matrix A € K"*™ to the spectrum of

A, o(A).
Lemma 3.3.19. Given A € K" and w € R. If
a(A) = max{ReA; A € 0(A)} < w, (resp. o(A) = max{|A\|; A € o (A)} <e”) (28)
then there exists M, depending on w such that
et < Me*t, teRy, (resp.||A < Met, teN). (29)

Proof: The proof will be for the discrete time case. Since the spectral norm and the
spectrum of a real linear operator do not change by complexification we may assume
K = C. Let (2%,...,2") be a basis of C" consisting of generalized eigenvectors 2!
of order m;, corresponding to eigenvalues A; of A. Applying Proposition 3.3.1 to
the time-invariant evolution operator ®(t) = (Ale ') we see that (Ale™!)sen is
bounded if and only if (A’e™*2%),cy is bounded for all ¢ € n. Now if p(A) = 0, then
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At = 0 for ¢ sufficiently large and it follows from (2.2.55) that for ¢ > m; — 1 and
0:=0(A) #0

mi—1

mi—1
—wt i —w N t—v t v i —w]t t —v v i
Afet2 | = e 3 AL (V)(A—)\i[) 2 < [ee™]" > <V)g (A= NI)Y2.
v=0

v=0

Since for every a € (0, 1) and every polynomial p(t) € K[t] we have lim; ., o' p(t) =
0, we see that [|Ale™z!|| — 0 as t — oo and so there exists M > 0 such that
[[Ate=| < M for all ¢ € N. This proves (29). O

If (@(t)) is the semigroup of operators generated by A (continuous or discrete time),
then it is an easy consequence (see Ex. 1) of the above lemma that the Liapunov and
Bohl exponents are equal. They are sometimes called the growth rate of ®, denoted
by w(A) and are given by

w(d) =B(0) =a(2) = a(4), (w(A)=p(P) =a(®) =Ing(4)).  (30)

For time invariant systems stability and uniform stability properties are equivalent
and hence as a consequence of Theorem 3.3.8 asymptotic stability is equivalent to
uniform exponential stability. The following theorem derives necessary and sufficient
conditions for the asymptotic stability of the system (27).

Theorem 3.3.20. The system (27) is asymptotically (or, equivalently, exponen-
tially) stable if and only if

Re) <0, (resp. [N\ <1), Ae€a(A). (31)

Proof: The proof is for the discrete time case. If (31) holds then In p(A) < 0 and
so by Lemma 3.3.19 there exists w < 0, and M such that

[A ol < |4 [llzoll < Me||zoll,  t €N, a” € K™

This implies that (27) is exponentially stable. To prove necessity suppose there
exists A € o(A) such that |[A\| > 1 and let z € C™ be a corresponding eigenvector.

Then . .
[ A%z = [Nz = ||| t€N

and hence (27) is not asymptotically stable. O

Theorem 3.3.21. The system (27) is stable if and only if both of the following
conditions hold for all A € o(A)

(i) ReX <0, (resp. |A| <1).

(i1) IfReX =0 (resp. |A| = 1) then there exist ky linearly independent eigenvectors,
where ky is the algebraic multiplicity of X.

Proof: The proof is for the discrete time case. By Proposition 3.3.1 the origin is
stable if and only if all the (generalized) eigenmotions are bounded. This clearly
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implies |A\| <1 for all A € 0(A). Now suppose there exists A € o(A) with [A\| =1
and a generalized eigenvector z of order m > 1 then for t > m — 1

m—1 m—1
t, __ \t t —v v t _ t —v v
Az—AZ%(V>)\ (A= X"z and |Az||_|§_:O<V)A (A= XI)z]|.

The RHS is a polynomial in ¢ of degree m —1 > 1 and is therefore unbounded. Thus
conditions (i), (ii) are necessary.

Conversely if (i) and (ii) hold there exist generalized eigenvectors of order m > 1 only
for eigenvalues A € o(A) with |A| < 1. We know already that these eigenmotions
tend exponentially to the origin as ¢t — co. On the other hand if z is an eigenvector
corresponding to A € o(A), then since |A| <1

A 2] = [\l < =l
Hence all generalized eigenmotions are bounded and (27) is stable. 0

Figure 3.3.1 shows the stability regions for the eigenvalues in the continuous and
discrete time case. They are denoted by C_ and I respectively.

-
o

ReA <0 A <1

Im

Re

p
- G

Figure 3.3.1: Stability regions for continuous and discrete time systems

As a consequence of Lemma 2.3.9 and Proposition 2.3.10 we have the following
characterization of asymptotic stability in terms of properties of the solutions of the
controlled systems

#(t) = Ax(t) + Bu(t), t € Ry, a(t+1) = Az(t) + Bu(t), teN.  (32)
We denote the solutions with z(0) = 2% € K" by ¢(¢;2% u(-)), t € Ry (resp. N).

Proposition 3.3.22. The following are equivalent.
(i) 0(A) C C_ (resp. o(A) C D).
(ii) For every 2° € K", eA2% — 0 (resp. A'2° — 0) as t — .

(iii) If u(-) € L2 (R4; K™) (resp. £2(N;K™)), then (2% u(-)) € L*(Ry; K™)
(resp. (2(N;K™)) for all z° € K™.

Proof: The proof is for the continuous time case. (i) implies (ii) by Theorem 3.3.20.
Let z € C" be an eigenvector for the eigenvalue A € o(A), then etz = eMz.
Choosing 2° = z in the complex case and 2° = Re z or Im 2 in the real case we see
from (2.2.44) that if (ii) holds then necessarily ReA < 0. So (ii) implies (i). By



266 3. Stability Theory

Proposition 2.3.10 with C' = I,, and ¢, = 0, (i) implies (iii). Now suppose u(-) =0
and (iii) holds, then z(-) = e?'2° € L*(R,;K") for all 2° € K. But #(-) = Ax(")
and so z(+) is absolutely continuous and i(-) € L2(R,;K"). Applying Lemma 2.3.9
with p = n, y(-) = 2(-) and t; = 0 we see that z(t) = e2® — 0 as t — oo for all
2% € K™. So (iii) implies (ii). O

Remark 3.3.23. In the previous section (Proposition 3.3.6) we showed that a peri-
odic system with evolution operator ® is stable (resp. uniformly asymptotically stable)
if and only if the associated discrete time system with system matrix ®(7,0) is stable
(resp. asymptotically stable). The eigenvalues of ®(7,0) are called the characteristic mul-
tipliers of (1). It follows from Theorems 3.3.20 and 3.3.21 that a periodic system (1) is sta-
ble (resp. asymptotically stable) if and only if its characteristic multipliers p € o(®(T,0))
satisfy conditions (i) (ii) of Theorem 3.3.21 (resp. (31)) in their discrete time versions.
In contrast we have seen in Example 3.3.7 that, in general, the stability properties of a
periodic time-varying system cannot be determined via the eigenvalues of A(t). a

In the next two examples we illustrate the stability criteria by applying them to
second order scalar systems.

Example 3.3.24. Consider the second order differential equation
&(t) +20€(t) + BE(t) =0, t>0. (33)
The matrix A of the corresponding state space system has eigenvalues A2 = —a +
a? — 3. So

(a) if @« >0, B> 0, the origin is exponentially stable;

(b) if @ > 0, 8 = 0, the origin is marginally stable (i.e. stable but not asymptotically
stable);

(c) if =0, 8 >0, the origin is marginally stable;

(d) if =0, 8 =0, there is a generalized eigenvector for the zero eigenvalue and so the
origin is unstable;

(e) if @ <0 or B <0, the origin is unstable.

The stability chart, i.e. the set of all parameter values (a, 3) € R? for which the system is
asymptotically stable is given by the positive orthant (0, c0)2. m|

Example 3.3.25. Using the approximations

éuy ~ WEDZEO gy o SrEn 2T £E0),

7>0

the differential equation of the previous example gives rise to the difference equation
Et+27) —2ar —DE+7)+ (1 —2ar + Br2)E() =0, teNT. (34)

We will examine the stability properties of this discrete time system and compare the
results with those obtained in the previous example. In order to do this we first obtain
results for the general second order difference equation

Et+2)+ar&(t+1)+aps(t) =0, teN. (35)
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0 1

a u } of the corresponding state space system
—ap —a1

The eigenvalues of the matrix A = {
are
M2 = (1/2)[~a1 + (a2 — 4ap)V/?).

The parameter set (ag,a;) for which the system is stable must satisfy

-1 < (1/2)[-a1 % (a? —4a)"?] < 1 if a? > 4ag
(1/4)(a? + (4ap —a?})) < 1if a? < 4ay.

The first condition is equivalent to a3 — 4ag < (2+a1)? and (a1 —2)? > a? — 4dag, i.e.
l1+a1+ayp >0 and 1—aj +ag > 0. (36)

The second condition is equivalent to

1—ag > 0 if & < 4a. (37)
This leads to the stability chart for (35) shown on the LHS of Figure 3.3.2. The shaded
ay o

17a1+a0=0

AN

a= 1/t +(4 B

T a=2)B

1+a1+a0:O

Figure 3.3.2: Stability charts for (35) and (34)

region inside the left triangle represents values of the parameters (ag, aq) for which |A\;| < 1,
i = 1,2 and hence values for which the system is asymptotically stable. Now consider
the boundary of the triangle. When 1 —a; + a9 = 0 (resp. 1 + a1 + agp = 0) then
o(A) = {—1,—ag} (resp. {+1,a0}) and so if ¢y < 1 the system is marginally stable, and
this is also the case if ag = 1, |a1| < 2. However if agp = 1, |a;| = 2 there are generalized
eigenvectors of order 2 so the system is unstable.

Note that if ag = a; = 0 the system matrix A is nilpotent and so A**2 = 0 for t € N.
Thus any initial state is transferred to the origin in finite time. This can never occur in
the differentiable case.

For the discretized differential equation (34), we have

ap=1-2ar + 728, a1 =2ar — 2.

Hence 1+a;,+ag = 7283, 1 —aj1 +ag = 4—4at+723 , 1 —ag = 2a1 —723. So the discretized
system will be asymptotically stable if 8 > 0, 2ar — 723 > 0, 4 — 4ar + 723 > 0. The
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stability chart is shown on the RHS of Figure 3.3.2. Note that for any 8 > 0, a > 0 there
exists 7 sufficiently small such that the discretized system is asymptotically stable and as
7 — 0 the shaded region fills up the positive orthant (0,00)2. Thus the stability chart
for the discretized system gradually approaches the stability region of the differentiable
system as 7 — 0. This is not the case for all discretization schemes as we will show in the
next subsection. m|

We conclude this subsection with a brief discussion of the relationship between
spectral stability criteria for continuous and discrete time systems (27) (see Ex. 27).
There is a well known rational map transforming the open left half plane C_ onto
the open unit disk D and vice versa, the so-called Mobius map

m(-) : AH%7 AeC\ {1} (38)

with inverse m~!(-) = m(-). In particular this map sends 0 to —1, co to 1, —1 to 0.
The matrix version of this transformation

A (A+D(A-T)! (39)
is well defined on {A € K™ 1 ¢ o(A)} and is known as the Cayley transform.

Proposition 3.3.26. Given A € K™, 1 ¢ o(A), let A=(A+D(A—1)"", then
A=(A-D"YA+1) and

o(A) = {A+ DA -1)"" Aea(A)}. (40)
Proof: Suppose Av = Az, z € C", A € C, z # 0, then (A — Iz = (A — 1),
A=1Dtz=(A—-1)"'zand (A+ )z = (A + 1)z. Hence
Ar=M+1)(A-1)7"

and so (A +1)(A — 1)~ Leg(A), i ie. m( o(A) Co(A 1). Since A(A—1)=A+1, we
get (A A= A+1 thatis A= (A—I)"(A+1I). So applying the above argument
to A instead of A and making use of m~'(-) = m(-) we obtain (40). O

As a result of the above proposition and Theorem 3.3.20 we see that the continuous
time system @ = Ax is asymptotically stable if and only if the discrete time system
z(t+1) = (A+ I)(A — I)~'z(t) is asymptotically stable. For further details and
applications of the Cayley transform see Subsection 3.4.6 and Subsection 5.3.7.

3.3.3 Numerical Stability of Discretization Methods

In this subsection we examine the stability of linear multistep discretizations meth-
ods as described in Subsection 2.3.1 (see (35))

2 (k+1)=a"(k—p)+7bafecitbofr+...+bfr], peN (41)

We apply this integration formula to the scalar differential equation,

T =ar (42)
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(with a € R, atb_; # 1), i.e. we set fi, = az"(k). Substitution in (41) yields the
difference equation

2 (k+1)=a2"(k—p)+arbaz™(k+ 1)+ boz" (k) + ... + ba"(k —v)].

Let us first assume v > p, then introducing z1 (k) = 2" (k — v), z2(k) = 2" (k — v +
1),...,2,41(k) = 27(k), we obtain the matrix difference equation

z(k + 1) = Ax(k)

where z(k) = [z1(k), ..., z,11(k)]" € R“F! and

0 1 0 0
0 0 1 ... 0
A= o |,y =1—arb_, #£0.
0 o 0 ... 1
arb,y1 .. o 0 (L+arhy)yt oo athyy?

The characteristic equation of A, after multiplication by = is
(1 —arb_ )N = NP —arbg\’ + ... +b,] = 0. (43)

If 7 =0, the eigenvalues of A are 0 (with multiplicity v — p) and the p 4+ 1 distinct
roots wy,...,wpt1 of 2Pt = 1. Tt follows from Corollaries 4.2.4 and 4.2.3 of the
next chapter that for small 7 > 0 the eigenvalues of A can be written in the form
A(7)y ..., Ay(T) where the first p + 1 eigenvalues with \;(0) = w; are analytic in 7

MN(T) =wi +m+0(1%), i=1,2,....p+1 (44)

and the remaining eigenvalues with A\;(0) =0,% =p+2,...,v+ 1 are continuous in
7. Hence if 7 > 0 is sufficiently small, then

N(T)[ <1, i=p+2,...,v+1
Substituting (44) in (43) and equating terms of order 1 in 7, yields

a
ap=——[bwi+b+...+bw ], i=1...,p+1 45
p+1[ . 0 ] p (45)

Hence

p+l _
=1

MUY = WP far by T 4 bw? + .+ b Y]+ O(?)
and since w ,

N2 =14 27aRe[b_y + bow? + ... + b’ "]+ O(1?).

We say that a particular discretization method is stable if, on application to an
asymptotically stable scalar differential equation (42), the resulting discrete time
system is also asymptotically stable for sufficiently small 7. Thus the discretization
method (41) is stable if and only if all the roots of (43) lie in D, for every a < 0 and
7 sufficiently small 0 < 7 < 0(a). So a sufficient condition is

Re[b_1 + bow! + ...+ bw!™"] >0, i=1,...,p+1, (46)
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and a necessary condition is

Re[b_y + bow? + ...+ b7 >0, i=1,...,p+1.

In the case of equality higher order approximation of )\;(7) must be considered to
determine whether or not the discretization method (41) is stable.

The case p > v leads to the same conclusions and is slightly easier to analyze since
when 7 = 0 there are no roots at 0. Now let us apply the results to some of the
integration schemes introduced in Section 2.5.

Example 3.3.27. (Euler’s method). In this case (see (2.5.25)), p=0, v =0, b_1 =0,
bp = 1, so (46) holds and Euler’s method is stable. O

Example 3.3.28. (Runge-Kutta method). This is a single step method with p = 0,
v=0,b1=0,by=1+(1/2)ra+ (1/6)7%a® + (1/24)73a® (see Example 2.5.12), so (46)
holds and the Runge-Kutta method is stable. |

Example 3.3.29. (Midpoint method). For this method (see Example 2.5.11) p = 1,
v=0,b_1=0,bp=2. Sow; =41, ws = —1 and

Relbowi] > 0 but Re[bows] < 0.
Hence the midpoint method is unstable. a

Example 3.3.30. (Adams-Bashforth methods). For these methods (see Exam-
ple 2.5.13), p = 0, b_; = 0 and some typical values of b;, i = 0,...,v are given in Table
2.5.11. The stability condition (46) is bg + b1 + ...+ b, > 0. Note that the values of
b; given in Table 2.5.11 all have the property that > 7 ;b; = 1, so the Adams-Bashforth
methods are stable. |

Example 3.3.31. (Milne’s method). The implicit corrector of Milne’s method (see
Example 2.5.14) applied to the scalar differential equation (42), yields

2 (k+1)=a"(k—1)+ (ar/3)[z" (k + 1) + 427 (k) + 2" (k — 1)].
Hence p=1,v=1,b_1 =1/3, b =4/3, by =1/3. So w1 =1, wg = —1 and substitution
in the left hand side of (46) gives
Re[b,1 + bowi + bﬂ =2>0, but Re[b,1 + bowso + bl] = —2/3 < 0.

So the corrector of Milne’s method is unstable and this will be the case for the predictor-
corrector algorithm as well. m|

These results seem to contradict some of the convergence properties of the above
schemes as described in Section 2.5. However, the important thing to remember is
that convergence is defined relative to a finite interval [0,b] whereas stability is a
requirement on the asymptotic behaviour as t — oo. We illustrate this distinction
by the following example.

Example 3.3.32. (Instability of the midpoint rule). Applying the midpoint rule
to the scalar differential equation (42) yields the difference equation

27(k+1)=a"(k—1)+27az"(k), keN (47)
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Assume a < 0 so that (42) is asymptotically stable. The eigenvalues of the second order
system (47) are given by

M) =ar+V1+a22 =14ar +0(1%), Xo(r)=ar “V1+a2r2=—1+ar+ o(r?).
Every solution of (47) can be represented in the form
a(k) = elAf(7) + e225(7). (48)
If 7 = t/k, with t > 0 fixed arbitrarily, then the first eigenmotion
27 (k) = M(T)*zo = (1 + at/k + O(t* k) YFxg — ey as k — .

Hence, on any compact interval [0,b], this eigenmotion of (47) generated by the initial
conditions z7(0) = zg, 7 (1) = A1 (7)zo yields a uniform approximation of the eigenmotion
e®xg of (42) generated by x(0) = x9. Moreover the eigenmotion z7 (k) = A (7)¥zq tends
to 0 for k — oo, as does e*xy. However, the discretization (47) has a second eigenmotion

27 (k) = )\Q(T)kzg =(-14ar+ 0(7'2) )k7 keN

which is an unbounded oscillation. This eigenmotion of (47) is called spurious or parasitic
since it does not correspond to a solution of the differential equation (42). Any deviation
from the initial conditions 7 (0) = xp, 7 (1) = A1(7)xo or any rounding error will excite
this spurious eigenmotion and then, for any given 7 > 0, this eigenmotion will completely
dominate the true solution after some time. This is illustrated in Table 3.3.3 where we
apply the midpoint rule to

(t) = —x(t), z(0)=1. (49)

We started the algorithm with the exact value 27(0) = 1 and an order 2 approximation of

t | TRUE SOL’'N | ERRORS t TRUE SOL’'N | ERRORS
kT (k) kT x(kT)

0.0 1.00000000 0.0000000 5.0 0.00673795 -0.0000371
0.5 0.60653066 -0.0000003 7.5 0.00055308 -0.0004520
1.0 0.36787944 -0.0000006 10.0 0.00004540 -0.0055066
1.5 0.22313016 -0.0000011 12.5 0.00000373 -0.0670841
2.0 | 0.13533528 | -0.0000019 15.0 | 0.00000031 | -0.8172517
2.5 0.08208500 -0.0000031 17.5 0.00000003 -9.9561596

Table 3.3.3: Errors of the midpoint rule applied to (49) with 7 = 0.001

the corresponding value at time 7 : z7(1) = 1—7. Note that we have a good approximation
of the true solution for ¢ in the range [0,2.5] because of the relatively small stepsize
7 = 0.001. However, for values ¢t > 15 the parasitic oscillations excited by the initial errors
and by rounding errors become so strong that any correlation between the true and the
“approximate” solutions is lost. a

The previous example illustrates the general problem. Suppose we apply a linear
multistep method of the form (41) to an initial value problem & = Az, x(0) = .
If the differential system is n-dimensional and v > 1 or p > 1 then the dimension
of the state space X of the corresponding discrete time system x(t + 1) = A,x(t) is
higher, namely
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dim X = n - (max{v,p} + 1). (50)

Only n of the n - (max{v, p} + 1) eigenvalues of A, (counting multiplicities) approx-
imate eigenvalues of A, all the others correspond to parasitic eigenmotions of the
discrete time system introduced by the multistep method. Thus a crucial question is
whether or not these parasitic eigenmotions are tending to zero with an appropriate
decay rate as t — oo. Numerically unstable integration methods of the form (41)
generate unstable discrete time systems (27) when applied to certain asymptotically
stable differentiable systems (27). Although these integration methods may be very
efficient for the solution of initial value problems on fixed compact intervals they are
not suitable for the approximation of differentiable systems by discrete time systems
(see Section 2.5).

3.3.4 Liapunov Functions for Time-Varying Linear
Systems

In this subsection we return to time-varying linear systems of the form (1). The
time domain 7' is either an interval in R unbounded to the right or an interval in
Z unbounded to the right. For linear systems it is natural to choose (time-varying)
quadratic forms z — V (t,x) = (z, P(t)x), t € T, as possible candidates for Liapunov
functions. Here we characterize stability properties of (1) in terms of these quadratic
Liapunov functions. In contrast to the previous section (where we assumed Liapunov
functions to be given) we develop a systematic construction procedure. At the end
of the subsection we will see that quadratic Liapunov functions provide a tool for
deriving stability properties of a given nonlinear system trajectory from stability
properties of the associated linearized model. Thus we will use Liapunov’s direct
method in order to prove the validity of Liapunov’s indirect method.
Throughout the subsection we assume P(t), t € T is symmetric if K = R and
Hermitian if K = C. Moreover in the continuous time case we suppose that P(-) :
T — H,(K) is continuous and piecewise continuously differentiable, i.e. P(-) €
PCYT; H,(K))*. We do not assume P(:) to be continuously differentiable since
our construction process will only yield piecewise continuously differentiable P(-) if
A(-) € PC(T; K™") has jump points.
Now consider

V(t,z) = (z, P(t)z) (t,z) e T x K" (51)

as a candidate for a Liapunov function for the linear system (1). In the continuous
time case the derivative of V' along the flow of (1a) is defined by
V(t,z) = (z, P(t)r) + (A(t)z, P(t)) + (=, P()A(t)z)

= (1, (P(t) + A(t)"P(t) + P()A()z), (L) €T xK"  (52)

This means that the derivative P(t) exists for all t € T\ S where S C T is a subset without
accumulation point in R and the limit lim; s P(¢) exists at every s € S. Extending P(-) by

P(s) = lim, 1s P(t) to all of T, we obtain a piecewise continuous and right continuous matrix
function P(+) : T — 3, (K).
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where P(t) is defined for all ¢ € T as in the footnote. In the discrete time case

V(t,z) = (A(t)x, P(t+ 1)A(t)x) — (z, P(t)x)
= (z,(A@®)*P(t+ 1DA®) — P(t)z), (t,z)eT xK". (53)

Suppose we define a matrix Q(t) € K" ¢ € T by
P(t) + A(t)*P(t) + P()A(t) + Q(t) =0, teT (54a)
AP+ 1AM — PE)+ Q) =0, teT. (54b)

Then in the continuous time case Q(-) € PC(T;H,(K)) and in the discrete time
case Q(+) = (Q())ier € H,(K)T, ie. Q(+) is a sequence in 3, (K) defined on T. In
both cases

V(t,z) = —(z,Qt)x), (t,z)eT xK". (55)
As a counterpart of Theorem 3.2.17 for quadratic Liapunov functions we have

Theorem 3.3.33. Suppose that P(-) € PCYH(T;H,(K)) and Q(-) € PC(T; H,(K))
(resp. P(), Q(-) € H,(K)T) satisfy (54). If ay, o, a3 > 0, then

(i) VteT : P(t) = anl,, Q(t) =0 = stability of (1) at any timeto € T .
(i) VteT : aol,, = P(t) = anl,, Q) =0 = uniform stability of (1) on T.

(11)VteT: anl, = P(t)= a1l, , Q(t) = asl, = uniform asymptotic stability of (1).

Proof: In the discrete time case the theorem is a specialization of Theorem 3.2.17
using (51) as a Liapunov function. However, for the continuous time case, V will
not, in general be a Liapunov function in the sense of Definition 3.2.16 since V' may
not be continuously differentiable on 7' x K". But t — V (¢, x(t)) = (x(t), P(t)x(t))
is continuous and piecewise continuously differentiable for trajectories z(-) of (1).
By (52), for all t € T where z(-) and P(-) are both differentiable, we have

av . . ) .

o Ga)=(2(0), POz () +(2(t), POz (1) +(2(t), P(O)2(1)) =V (¢, 2(t).  (56)
Hence if the premises in (i) are satisfied, V' is a generalized Liapunov function for
(1) and then (i) follows from Theorem 3.2.7. In a similar way (ii) and (iii) follow
since V' is bounded in the sense of (5) (and strictly decreasing along the flow of (1))
if the premises in (ii) (resp. (iii)) hold. O

For quadratic functions the instability Theorem 3.2.22 specializes to the following
result.

Theorem 3.3.34. Suppose that P(-) € PCYT; H,(K)) and Q(-) € PC(T; H,(K))
(resp. P(-),Q(:) € H,(K)T) satisfy (54). If there exists (to,2°) € T x K" and
positive constants as, as such that (x° P(ty)x°) < 0 and for allt € T}, x € K®

(@, P(t)) <0 = (2,Q(t)z) > asllz]|* and |(z,P(t)z)| < ol

then (1) is unstable at time ty € T
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The proof is set as Ex. 9.
Example 3.3.35. The damped Mathieu equation is of the form
J+2Cy+ (a—2rcos2t)y=0, t>0
where ( > 0, a > 0, r € R are constants. If x; = y, x9 = y we obtain the state space

system

[ QEQ } - [ —a+20rc032t _124 } { 28 ] = A(t)z(t), t=0. (57)

Consider the matrix function

2p¢2 4+ a —2rcos2t pC ]
P(t) = , t>0
© { 128 1

where p is constant. A straight forward calculation yields

: X | —2¢p(a — 2r cos 2t) + 4rsin2t 0
P(t)+ A(t)*P(t) + P(t)A(t) = { 0 —¢(4—2p)
So Q(t) as defined by (54a) is
Q) = {QCP(G*QTCO%Qt)*ZlTSiHQt <(422p) >0

There exist positive constants a1, ag, ag such that asly = P(t) = ayls, Q(t) = asly, t >0

Figure 3.3.4: Stability domain for the Mathieu equation

provided
0<p<2, 2p¢%4a—2rcos2t>p°C%, 2pl(a—2rcos2t) —4rsin2t >0, ¢t>0.
And these inequalities will hold if the following time—invariant inequalities are satisfied:
0<p<2, p2=p)C+a>2r|, pla>2r|(1+p*¢)" 2. (58)

Now suppose a > || (1 +4¢2)"/? then by choosing p close to 2 it can be shown that (58)
holds and hence by Theorem 3.3.33 the time-varying system (57) is uniformly exponen-
tially stable. For ¢ = 1 the stability domain determined by this inequality is shown in
Figure 3.3.4 (below the dotted line) together with the actual stability boundaries (below
the continuous lines). O



3.3 Linearization and Stability 275

In order to prepare the ground for Liapunov’s indirect method we now seek a partial
converse to statement (iii) in Theorem 3.3.33. For this the following lemma is useful.

Lemma 3.3.36. Suppose that A(-) generates a uniformly exponentially stable evolu-
tion operator ®(-,-). Given a bounded Q(-) € PC(T;H,(K)) (resp. bounded Q(-) €
H,(K)T), the only bounded P(-) € PCY(T; H,(K)) (resp. bounded P(-) € H,(K)T)
which solves (54) is

P(t) = /OO O(s,1)*Q(s)P(s,t)ds, teT, (59a)
P(t) = i@(sﬁ)*@(s)@(sﬁ) , teT. (59b)

Proof: The proof is for the continuous time case. Suppose P(-) € PC'(T; H,(K))
is a bounded solution of (54a) then

a *
5 (2(5,1)"P(s)®(s, 1))

D(s,0)" [P(s) + A(s) P(s) + P()A(s) | (s.1)
—D(s, 1) Q(s)P(s,t), ae s>t teT. (60)

By assumption there exist constants p,q, M > 0 and w < 0 such that [|P(s)| < p
and
QG < a, (s,0)] < Mt s>t teT. (61)

So we may integrate (60) on [t,00), t € T' to obtain (59a). It remains to show that
P(-) defined by (59a) is a bounded solution of (54a) on T'. Since (61) holds, P(-) is
well defined by (59a), Hermitian and bounded on T (see (62a)). Now just as in the
proof of Lemma 3.3.4, we have
Od(s,t)

ot

= —P(s,t)A(t) for a.e. s> t.
Differentiating the integral in (59a)

P) = —Q@) — AR) /t " (s, 1) Qs)B(s, )ds — /t (s, 1) Q(s)D(s, ) A(t)ds
— Q) — AP — P(VA(L), aeteT.
This shows that P(-) € PCH(T; 3, (K)) and solves (54a). O

Note that if (61) holds and P(-) is given by (59) then P(-) is bounded by

IP@)] < Mg / 20 gs = M2q)(—2w), teT), (62a)
t

PO < M2> 6 =M/ — ), teT.  (62b)
s=t

Q(t) needs not necessarily be positive definite in order to conclude uniform asymp-
totic stability of (1) via the Liapunov function (51). Suppose that Q(t) = C(t)*C(t),
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where C(-) € PC(T;KP*") (resp. C(-) € (KP*™)T). We will need an extra assump-
tion which is expressed in terms of the matrices

Ot tg) = /t<I>(s,to)*C’(s)"C’(s)CD(s,to)ds7 teTy, toeT (63a)

to

Ot tg) = i D(s,19)"C(s)"C(s)D(s,tp), t €Ty, toeT. (63b)

s=to

We will say that (A(:),C(+)) is uniformly observable on T' (see Volume II) if there
exist constants 7 > 0,c¢ > 0 such that

Oto+ 1,t0) = cl,, toeT. (64)

Clearly in this case Q(t1,t9) »= cl, for all #5,¢; € T such that t; —ty > 7. In
the next theorem we will show that condition (64) (instead of Q(t) = «sl,, see
Theorem 3.3.33 (iii)) suffices to obtain uniform asymptotic stability of (1) via the
Liapunov function (51).

Remark 3.3.37. If Q(¢t) = C(t)*C(t) satisfies
Qt) = agly, LT, (65)

then in the discrete time case (A(:),C(-)) is uniformly observable and we may choose
the observability time 7 = 1. This need not be the case for continuous time systems
(see Ex. 22). However, if 5(4) > —oco and (65) holds, then (A(-),C(-)) is uniformly
observable and the observability time 7 can be made arbitrarily small (with ¢ > 0 chosen
appropriately). In fact, we have, by assumption, the existence of € > 0,w < 0 such that

B(t, t) D(t, tg) = e, t >ty tgeT.

Hence it follows from (65) that for all 7 > 0,
to+1
Qto+ 7,to) = a3/ D(s,t0)*D(s,t0)ds = ¢ Iy, to€T,
Jig
where ¢; = eaz(l —e“7)/(—w). O
Theorem 3.3.38. Suppose that Q(t) = C(t)*C(t) for a bounded C(-) € PC(T; KP*™)

(resp. bounded C(-) € (KP*™)T) and (A(+),C(+)) is uniformly observable on T. Then
the following are equivalent.

(i) A() generates a uniformly exponentially stable evolution operator.

(ii) There exists a solution P(-) € PCY(T;H,(K)) (resp. P() € 3, (K)T) of (54)
such that asl, = P(t) = aql,, t € T, for some oy, > 0.

(iii) There exists a bounded positive definite solution P(-) € PCY(T;H,(K)) (resp.
bounded positive definite solution P(-) € H,(K)T) of (54).
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Proof: The proof is for the continuous time case.
(i) = (i) Suppose that (1a) is uniformly exponentially stable, then by Lemma 3.3.36

mn:[mé@wm@ng¢@ﬂw = 0 (66)

satisfies (54a) and hence satisfies (60). An upper bound for P(t) is given by (62a).
(60) implies that for t; > tg, to € T
t1
0 j @(thto)*P(tl)q)(tl, to) = P(to) — / (I)(S., to)*C(S)*C(S)Cb(S, to)db‘ . (67)

to

By the observability assumption there exists 7 > 0 satisfying (64) where Q(t, o) is
defined by (63a). Hence (ii) follows from

t1
P(tg) = / D(s,t0)*C ()" C(s)P(s,tg)ds = cl,, , t; >to+T, tog€T. (68)

to
(i) = (iii) is trivial.
(i) = (i) Suppose (iii) and let v(t) = (z(t), P(t)z(t)) where z(t) = (¢, 2‘0)
(tg,2°) € T x K*. Then o(t) = —{(x(t),C(t)*C(t)x(t)) (see (56) and (55)) a
integrating from ¢y to t; > to yields (67) and hence (68). So al, = P(t) = I
t € T for some ap > 0 and ¢ > 0 as in (64). Using again the assumption of umform
observability, we have

o(t+7)—0lt) = —{a(t), Qt-+7,)2(t) < —cla(® < —(c/az)olt) , t2 to, to € T.
Setting ¢ = ¢/an, we obtain v(t 4+ 7) < (1 — &)v(t), t > to and hence ¢ < 1 and
0<vt+kr)<A—=0&%(t), keN, t>ty, togeT.
For every t = tg + k7 +r where k € N, r € [0, 7) we get
o(t) < (1= &)*v(te +71) < (1 — &)=/ (x(ty 4+ 1), P(to + r)z(to + 1)) .

By Theorem 3.3.33 the system (1a) is uniformly stable on T and hence there exists
M > 0 such that ||®(t,0)2°|| < M||2°||, t > to, to € T. So

(D(t,t)a°, P(t)D(t, t0)z°) = v(t) < M2ay(1 — &)~ 11 — &)t/ |20 .

Now using the lower bound of P(t) and choosing w = (27)~!In(1 — &) < 0, we
conclude
19(t, to)ll < M([e(1 = ))) 2=t >ty to €T

Hence (1) is uniformly exponentially stable on T'. O

We now derive a necessary and sufficient instability criterion in terms of quadratic
Liapunov functions.

Theorem 3.3.39. Let ty € T and suppose that Q(t) = C(t)*C(t), for a bounded
C(:) € PC(Tyy; KP*™) (resp. bounded C(-) € (KP*™)T ), (A(-),C(+)) is uniformly
observable on Ty, and there exists a bounded P(-) € PCY(Ty,; H,o(K)) (resp. bounded
P(+) € H, (K)o ) which solves (54). Then the following are equivalent
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(i) (1) is not exponentially stable at time ty.
(i) (1) is unstable at ty.
(iii) There exist 7 >0, w >0, M, > 0 and 2° € K*, 2° # 0 such that

B (to + kT, t0)2°|| > M,e*™||2°||, ke N.

(iv) There exist x° € K® such that (z°, P(ts)z°) < 0.
Moreover, when this is the case the Bohl exponent B(@) > 0.

Proof: The proof is for the continuous time case.

(iii) = (i) = (i) is obvious.

(i) = (iv): Suppose (z, P(t)z) > 0 for all (t,z) € Ty, x K" then by Theorem 3.3.38
A(-) generates an exponentially stable evolution operator at time .

(iv) = (iii): Suppose that 2° € K" is such that (2° P(tp)z°) < 0. Setting ¢; =
to+ kr, k € Nin (67) (where 7 satisfies the uniform observability condition (64))
we obtain from (67)

(2%, P(tg)2®) — (®(to + k7,t0)a’, Pty + k7)®(to + kT, t0)a")

to+kT to+jT
:/ 1C(5) (s, to)a 0||2ds—Z/ 10 (5)B(s, to)2° | *ds

to to+(j—1)7
k to+JT
_ Z/ 1C()B(s, o + (7 — 1)7)D(to + (j — 1)7, to)2”|ds
o oG-
k
Z [®(to + (7 — 1)7. to)2°||. (69)
Assume (20, P(ig)2%) = —al|2°%)?, « > 0, |P(t)]| < g for all ¢ € Tj, and set

Ty = Zle |®(to + (5 — 1)7,%0)2°||?, then r1 = ||2°]|? and using (69)
erptallz®|* < —(D(to+ kT, to)a’, P(to+kT)®(to+kT, t0)2") < anl|®(to+kT, to)z°||%.

Hence

Qo (Tpy1 — 1) = | ®(to + k7, t0)2°||? > erp + | 2°))? , v = ||2°)2. (70)
So 741 > (1 + ¢/an)ry + a/as||2°||?. From which it is easy to see that
> [(1+ ¢/an)* (1 + a/c) — afc] ||2°) .
Inserting this inequality in (70) we obtain
az||@(to + k. to)a’| = (1 + ¢/an)" " a + o) [2]* = azM*e®7||2°|*  (71)

where M = ((a+c)/(az+¢))"?, w = (2r) ' In (1+¢/az) > 0. This proves (iii) and
B(®) > w > 0. 0
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Remark 3.3.40. (i) The system (1) is not uniformly exponentially stable if and only if
there exists a ¢p € T such that one of the conditions (ii)-(iv) is satisfied.

(ii) Since the in the continuous time case the Liapunov exponent @(®) is independent of
to we must have @(®) > 0. The same conclusion also holds for the discrete time case
provided det A(t) # 0 for all ¢ € T (this will be the case if 3(®) > —o0).

(iii) In comparison with the Stability Theorem 3.3.38 the Instability Theorem 3.3.39
is rather unsatisfactory since it assumes the existence of a bounded solution of (54).
On the other hand Theorem 3.3.39 is surprising in that it shows that under its as-
sumptions marginal stability cannot occur. More precisely we obtain as a consequence
of Theorem 3.3.39 and Theorem 3.3.38: If B(®) = 0 and Q(t) = C(t)*C(t), where
C(-) € PC(T;KP*") is bounded (resp. C(-) € (KP*™)T is bounded) then either there
is no bounded P(-) € PCY(Tyy; H,(K)) (resp. P(-) € H,(K)Tw) solving (54), for any
to € T, or (A(-),C(-)) is not uniformly observable. O

We now describe Liapunov’s indirect method of stability analysis which proceeds via
linearization. Consider the nonlinear equations (2.27), namely

#(t) = f(t,z(t), teT (72a)
2t +1) = f(t,x(t)), teT. (72b)

Let T € X C K" be an equilibrium point of (72) and assume that f satisfies the
conditions (A1), (A2) in Subsection 3.2.2. In addition we also require that

flt,x) = At)(x —7) + h(t,a —7) ,(t,2) € T x X . (73)

where A(-) € PC(T;K™") (resp. A(-) € (K™™)T) and for any £ > 0 there exists
d > 0, such that

Itz —T)|| <ella -7, (tz)eT x B(E,0). (74)

Theorem 3.3.41 (Liapunov’s indirect method). Suppose that f satisfies (73),
(74), A(-) generates a uniformly exponentially stable evolution operator and (A(-),I)
is uniformly observable. Then the equilibrium point T is uniformly exponentially sta-
ble for the nonlinear system (72). More precisely for x° € B(Z,r), r > 0 sufficiently
small, the solutions ¢(t;tg,2°) of (72) have infinite life time and there exist con-
stants M > 0,w < 0 such that for allty € T

2° € B(T,r) =Vt €T, : |lo(t;te,2°) = F| < Me?=10)||20 — 7. (75)

Proof: The proof is for the discrete time case. Let Q(t) = I, then by Theo-
rem 3.3.38 there exists a solution P(t) € H,(K), t € T of (54b) with asl,, = P(t) =
arl,, t € T, for some aq, a9 > 0. Consider V(t,z) = (x — Z, P(t)(x — T)), (t,x) €
T x X. Setting Az =z — T we obtain by (73) for every (t,z) € T x X

V(t,x)

V(t+1, f(t,z)) = V(t,x)
= (A(H)Az + h(t, Az), P(t + 1)(A(t) Az + h(t, Az))) — (Az, P(t)Az)
= —||Az|?+2Re(h(t, Az), P(t+1)A(t) Ax)+ (h(Az, 1), P(t+1)h(t, Ax)).

So
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V(t,2) < —llAzlf? +2l|n(t, Ax)| [P+ DI IAD| Azl + 1P+ DI 1A, Az)]*.

In the discrete time case || A(+)|| is bounded on T by the uniform stability assumption,
so we may choose ¢ > 0 sufficiently small to obtain

1 — 20| A(t)||e —ape? > 1/2, teT.
By (74), there exists a § > 0, such that B(Z,0) C X and
|h(t, Az)|| < e||Az| for (t,z) € T x B(T,4).

Hence .

V(t,z) < —(1/2)||Az||* for (t,x) € T x B(Z,0).
Setting D = B(ZT,0) we may apply Corollary 3.2.20 with p = 2 to conclude that
the equilibrium point 7 is uniformly exponentially stable and there exist constants
M > 0,w < 0 such that (75) holds. O

Remark 3.3.42. (i) The formulation of Theorem 3.3.41 in terms of uniform exponen-
tial stability is essential and cannot be replaced by for example asymptotic stability (see
Bellman (1953) [44] for a counter example).

(i) By Remark 3.3.37 (A(:),I) is necessarily uniformly observable in the discrete time
case and this will also hold in the continuous time case if 3(®) > —oo. O

In order to apply the previous theorems to the stability analysis of a non-constant
trajectory of the nonlinear system (72) we proceed as described in Subsection 2.1.4.
Suppose that & : T;) — X is a trajectory of (72) and that (¢, Z(t) + z) € X for all
teTy,, z€ B(0,p), p>0. Let

g(t,x) = f(, (1) + =) = f(t, 2(1), (t,2) € Ty x B(0, p).

Then T = 0 is an equilibrium point of (72) with f replaced by g and T = 0 is
exponentially stable for this system if and only if Z(+) is exponentially stable for (72).
Now g will satisfy (73), (74) with T = T,, (so that we may apply Theorem 3.3.41
to the equilibrium point T = 0 of the system described by g¢) if and only if f is
uniformly differentiable along the trajectory Z(-) in the following sense

ft,x) = f(t,2(t) + At)(x — Z(t)) + h(t,z — 2(¢)), (t,z) €Ty x X.  (76)

where A(+) € PC(T,; K™*™) (resp. A(-) € (K™™)Tw) and for any € > 0 there exists
d > 0, such that

Ih(t.a - 2(0)| < elle—2(0)l, (t,2) € Ty, x B@(),5). (77)

This condition will be satisfied if, for example, f is twice continuously differentiable
with respect to z in an e-neighbourhood of the integral curve {(t,Z(t));t € T, },
and its second derivative is bounded on this neighbourhood. This follows from the
fact that

1t @) = f(8,2() = (&, 2(0) (@ = 2@)]| < /21"t @) +00) (@ = 2(1)))lllle — 2t
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where f’ and f” denote the first and the second derivative of f with respect to x
and 6(t) € [0,1].

In the following instability theorem we use a quadratic Liapunov function which
is associated with a perturbation of the linearization (1) of (72). This widens the
applicability of the theorem.

Theorem 3.3.43. Assume that f satisfies (73), (74) and to € T. For somer > 0
let A.(t) = A@t) —rl, (resp. r > 1, A.(t) = 77YA®t)), t € T and suppose the
following hold

(i) (A.(),I,) is uniformly observable on Ty,.

(ii) For Q(t) = I,, there exists a bounded P.(-) € PC*(T},; H,.(K)) (resp. bounded
P.(+) € H, (K)o ) which solves (54) with A(t) replaced by A,(t) on Ty, .

Then, if ©(t) = A, (t)x(t) (resp. x(t + 1) = A, (t)x(t)) is unstable at time ty, the
equilibrium point T of the nonlinear system (72) will also be unstable at time ty.

Proof: The proof is for the continuous time case. Suppose #(t) = A,(t)z(t) is
unstable at time ¢,. By applying Theorem 3.3.39 with Q(t) = I,, we see that there
exists € X, ||Z|| = 1 such that (Z, P.(tp)z) < 0. Let V(t,z) = (=7, P,(t)(x — 7))
for (t,x) € T x X. Setting Az = x — T, the derivative of V along the flow of (72a)
is given by

V(t,z) = (Az, B.(H) Az)+(A(t) Az + h(t, Az), P.(H) Az)+(Az, P.(t)(A(t) Az + h(t, Az)))
= —||Az|? 4 2r(Az, P.(t)Az) + 2Re(h(t, Az), P.(H)Az), (t,z) € T x X.

So )
V(t,x) < —[|Az||* + 2rV (¢, x) + 2[|h(t, Az)|| | P (1] || Az]].

By assumption there exists ap > 0 such that || P.(¢)|| < ag for all ¢ € T3,. Choose
¢ > 0 such that 4eay < 1. By (74), there exists a § > 0, such that B(z,d) C X and

Ih(t, Az)|| < el|Az|| for (t,z) € T x B(w,9).

Hence
V(t,x) —2rV(t,z) < —(1/2)[|Az||* for (t,z) €T x B(T,0). (78)

First suppose that 7 = 0. Setting D = B(Z,d) and choosing 2° = T + p& for any
p € (0,0) we have an 2° € B(z, p) with V(t5,2°) < 0. Moreover since V(t,z) <
—(1/2)||Az|* and |V (¢, )] < ol Az|?, for all (t,x) € Ty, x B(T,d), we may apply
the Instability Theorem 3.2.22 to conclude that T is unstable at ¢, for (72a) .

Now suppose that » > 0 and assume by way of contradiction that Z is stable for
(72a) at time to. Then there exists a § € (0,) such that

lz =T <6 = lloltsto,x) =T <6, ¢ =to.

For every p € (0, 8) we again choose 2° = T+ pi, then ||2°—Z|| = p and V (to, 2°) < 0.
By (78) we have
d

o [e 2OV (8, ot t,2%))] < —(1/2)e” ) ||t 2, 2°) — F|> <0, ¢ > t.
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Hence, for t > t,
V(t,p(t;to, 2°) < 0V (g, 2°) = =&, Po(to)E)|]|2° — z*.

This contradicts the fact that V (¢, z) is bounded on T x B(Z,d). So T is unstable
for (72a) at time to. O

One might think that if the linear system is unstable at time ¢y, there will not exist
any bounded solution P,(t) on T}, which solves (54) with A(t) replaced by A, (t) and
Q(t) = I,,. In part this is suggested by the solution formulas (59) for the uniformly
exponentially stable case. Note that even if the right hand side of this formula is
well defined we cannot use the resulting P,(¢) in applying the theorem since it is
positive definite for all ¢ € T;,. Let us denote by ®.(-,-) the evolution operator
generated by A, (-), then integrating the equation (60) with the above replacements
from ¢, to ¢, the unique solution with initial value P,(y) is

t

P,(t) = ®,(to, t)" P (to) Py (to, t) — / D,.(s,t)* D, (s,t)ds, t>1. (79)
to

So in order to apply the theorem we have to seek a non-positive definite P, (o) for

which the P.(-) defined by (79) is bounded on T},. Similar considerations apply in

the discrete time case, see Ex. 14. We illustrate the continuous time case for the

case 7 = 0 in the following simple example, see also Ex. 15.

Example 3.3.44. Consider the scalar system @(¢) = a(t)z(t), t € R. First let us assume
that a(t) = a > 0, ¢t € R, then the solution given by (59a) is not defined. However by
(79) we have p(t) = e~2(=%) (p(tg) + 1/2a) — 1/2a, t > to. Choosing p(to) = —1/2a we
conclude from the above theorem that any nonlinear system satisfying (73), (74) for which
Z(t) = ax(t) is the linearization will be unstable at any time .

Now suppose a(t) =t, t € R, then ®(t,19) = e(®=18)/2 and so again the solution given by
(59a) is not defined. But from (79) we get

¢

p(t):etg*tzp(to)—/ e ds, t>t.

Jito

Hence for ¢ >ty > 1/2
5 t -
B p(to) > p(t) > B p(to) — / 2se®" " ds = B p(t) — (1 — 071,
Jiog
So p(t) is bounded for t >ty > 1/2 and since we may choose p(1/2) < 0 we conclude from
the above theorem that any nonlinear system satisfying (73), (74) for which &(t) = tz(t)
is the linearization will be unstable at any time tp > 1/2. O

3.3.5 Liapunov Functions for Time-Invariant Linear
Systems

In this subsection we specialize the results of the previous one to the time—invariant
case. The dynamic Liapunov equations (54) then reduce to linear matrix equations
for which effective solution procedures are available. This enables us to construct
Liapunov functions in an efficient way. Moreover we obtain a more satisfactory
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instability criterion (Theorem 3.3.49 (iv)), and the application of Liapunov’s indirect
method is simplified by the fact that it only requires the differentiability of the right
hand side of the nonlinear system at the equilibrium point in question.
In a time—invariant setting it is natural to assume that @ is constant and to require
time—invariant solutions of (54). Then the dynamic Liapunov equations become
static and take the form

A*P+PA+ Q=0 (80a)

A*PA—P+Q=0. (30D)

In contrast to the dynamic Liapunov equations it is not clear whether these linear
matrix equations have solutions. For the case where o(A) C C_ (resp. 0(A) C D) a
solution could be constructed as in Lemma 3.3.36. However this would presuppose
asymptotic stability. We need to prove the existence of solutions under more general
conditions and with a view to later applications we do this by characterizing the
eigenvalues of the Liapunov maps for a generalized version of the equations (80).

Proposition 3.3.45. Suppose A € K™ A; € Km*™ gnd let L (resp. LP) be the
associated generalized Liapunov operator

LKW" K™ X 5 L(IX)=A4X+ XA (81a)
LP  Km - K™ X — LP(X) = A, XA - X. (81b)
Then
o(L) ={u +p; 1 € o(A1), p€0(A)} (82a)
o(LP) = {pup —1; g € 0(Ay), p € o(A)}. (82b)
In particular, L, LP : KM — K™ X" 45 q linear isomorphism if and only if
pa+p#£0 (resp. pup # 1), i € o(Ar), p € a(A). (83)

Proof: The proof is for the continuous time case. Suppose that A;x! = p2!, 2! €
C™,2' #0 and 24 = px, 27 € C*, 2 # 0. Then for X = z'z, we have

LIX)=AX+XA=Aa's +2'2A = (g + p)z'e = (u +p)X.

Hence py + p € o(L), ie. the inclusion C in (82a). To prove the converse we
transform A to Schur form. In Section 4.5 we will show that for A € K™*" there
exists a unitary matrix U € U,(C) such that U*AU is in upper triangular complex
Schur form, namely

S11 S12 ** Sin
0 s32 -+ Sop

UAU=S8S=| . 0 ... . (84)
0 0 ... sun

where each diagonal element is an eigenvalue of A. Now suppose that A is an
eigenvalue of L with eigenvector X € K™*" X # 0. Then A1 X + XA = AX and
multiplying on the right by U, we obtain

A XU+ XUUAU = A1 XU + XUS = AXU.
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Defining Z = [2' 22 ...2"] := XU, 2/ € C™,j € n, then Z # 0 and
-1
[A1 + sjjlm]zj = /\Zj — Z SZ‘jZi7 j eEn. (85)
i=1
Since Z # 0 there exists j € n, such that 27 # 0 and 2* = 0,k < j. But then from
(85) [A1 +j;1,,]27 = Az7 and hence A —s;; € o(A;) and this completes the proof of
(82). Since the linear map L is a vector space isomorphism if and only if 0 ¢ o (L)
the second assertion follows. g

As a direct consequence of Proposition 3.3.45 the generalized Liapunov equations
A P+PA+Q=0, (resp. AiPA—P+Q=0). (86)

have unique solutions P € K™*" for every @ € K™*" if and only if condition (83)
holds. In the present context the particular case where A; = A* is of special interest.
If @ = @Q* is Hermitian and P is a solution of (86) then P* is also a solution of
(86). Hence if (86) has a unique solution then the solution is necessarily Hermitian.
This leads us to introduce the following Liapunov operator on the real vector space
H,.(K) of Hermitian n X n matrices

La:3H,(K) — H,(K), X — AX+XA (resp.LY: X — A*XA-X). (87)
As an immediate consequence of Proposition 3.3.45 we obtain

Corollary 3.3.46. Suppose A € K™". The Liapunov operator Ly (resp. LY ) is a
linear bijection from 3, (K) onto itself if and only if

A+ #0, (resp. Ap#1) M\u€oa(A). (88)

In this (and only in this) case the algebraic Liapunov equation (80) has a unique
(Hermitian) solution for every Q € H,(K).

If 0(A) C C_ (resp. 0(A) C D), then by Lemma 3.3.36 we know that the solution
of (80) is given by

P:/ A QA g :/ eMPQedp (89a)

t 0

P =Y At0QA = Y AvQA”. (89b)
s=t p=0

Clearly, if @ > 0 then P defined by (89) is positive definite. Therefore

Corollary 3.3.47. Suppose A € K" and o(A) C C_ (resp. o(A) C D). Then the
Liapunov operator L (resp. L) : H,(K) — K, (K) is invertible and —L;" (resp.
— (L)1) is a positive operator from the vector space 3, (K) ordered by »= into itself,
i.e.

Q-0=P=-L"(Q)~0, (resp..— (LY)"HQ) =0, (90)
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Remark 3.3.48. As a consequence of the next theorem the converse of Corollary 3.3.47
is also true. Hence —L}', (resp. — (L})™!) is a positive operator on 3, (K) if and only
if the associated system & = Az (resp. x(t + 1) = Ax(t)) is asymptotically stable. This
observation shows that there is a close relationship between the stability theory of time—
invariant linear systems and the theory of positive operators. a

For time-invariant systems the matrix Q(t,%y) defined in (63) takes the form

t t—to

Ot ty) = / et Cr el gs = / eNPCrCeMdp (91a)
t 0
t—ol t—to—1

Qt tg) =y ACTICrCA™ = Y~ APCCA. (91b)
s=tg p=0

Hence the pair (A, C') is uniformly observable if and only if there exists ¢ > 0,7 > 0,
such that Q(r,0) > cI,,. And it is not difficult to show (cf. Volume II) that this will
be the case if and only if (A, C) is observable in the sense that

ﬁker CA™ ={0}. (92)

As a consequence of these observations the results developed in the previous sub-
section take a simpler form.

Theorem 3.3.49. Suppose Q = C*C, where C' € KP*™,

(i) If (A, C) is observable, then (27) is asymptotically stable if and only if there
exists a solution P of (80) with P > 0.

(i) If there exists a solution P of (80) with P = 0 and ker P # {0}, then (A, C)
15 not observable.

(#i) If there exists a solution P of (80) with P = 0, then the time-invariant system
(27) is stable, and if in fact it is asymptotically stable then (A, C') is necessarily
observable.

(i) Suppose (A, C) is observable and there exists a solution P € F,(K) of (80).
Then there exists x° € K with (2%, Px%) < 0 if and only if ReA > 0
(resp. |A\| > 1) for some A € o(A).

Proof: The proof is for the continuous time case.

(i) The “if” statement follows from Theorem 3.3.38. Conversely, suppose that (27) is
asymptotically stable. Then P defined by (89a) solves (80a) and is positive definite
by the observability of (4, C').

(ii) If P > 0 is a solution of (80a) then it follows from (67) that

¢
eAtpett = p — / eA*”C*CeA”dp, t>0.
0
Now suppose = € ker P, x # 0 then ffot |Cetrz|?dp = (z,e?*Petz) > 0 and

hence (z, Q(t,0)z) = fot |Ce?x||?dp = 0 for all t > 0. Thus (A, C) is not observ-
able.
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(iii) Suppose that P > 0 solves (80a) then (27) is stable by Theorem 3.3.33. If ad-
ditionally o(A) C C_ then [° e ?C*Ce?dp = P - 0 and so (A, C) is observable.
(iv) follows from Theorem 3.3.39 and Theorem 3.3.38, see Remark 3.3.40. O

Remark 3.3.50. (i) If @ > 0 then rank C' = n and (92) is automatically satisfied.

(ii) For higher dimensions it is a nontrivial task to solve the linear matrix equation (80).
In the next chapter we will describe an algorithm based on the reduction of A to Schur
form. An alternative is to make an inspired choice of a P = P* > 0 and compute @) from
(80). If @ > 0 (= 0) then (27) is asymptotically stable (stable) whereas if this is not the
case no conclusion can be drawn.

(iii) If P = 0 solves (80) with @ = Q* = 0 then V(z) = (z, Px) = (z,2)p = ||z||% satisfies
V(z) =2Relz, Az)p <0 (V(z) = ||Az||% — |z <0), = €K™, z#0. (93)

So the flow is contracting with respect to the induced norm || - || p, i.e. the distance from
the origin measured by this norm is continually decreasing along the trajectory.

(iv) If the spectral abscissa a(A) = 0 (resp. o(A) = 1) and @ > 0, then there is no solution
of (80), see Remark 3.3.40.

(v) Given r € R (resp. r > 0), Q@ = Q* > 0, let us assume that (88) holds for the matrix
(A—rI) (resp. 7~'A). Then from the above theorem we have that Re A > r (resp. |\| > 7)
for some A € o(A) if and only if the solution P, € H,(K) of following equation (94)

PA-r)+(A—-r)'P+Q =0 (94a)

r 2 A*PA-P+Q=0. (94b)

satisfies (20, P,z%) < 0 for some 2° € K" Moreover (88) will hold for all but a finite
number of values of 7. o

Example 3.3.51. We again consider the linear oscillator studied in Example 3.3.24. For
different parameter combinations (a € R, 5 > 0) we will determine the stability properties
via the use of Liapunov functions. The Liapunov equation (80a) takes the following form

{0 1 T{pl p2]+{101 pz}[o 1 }+{Q1 qZ]:O
-8 2« P2 p3 P2 P3 -8 —2a @ g3

—2Bp2+q1 =0, p1 —2ap2 — Bps + g2 = 0, 2(p2 — 2ap3) + g3 = 0.
1. case: a # 0, 8 > 0. In this case we choose Q = I, and obtain the solution

@ 1 1 1+06
= — 4+ (1 = =
p1 6+4a( +8), pe 55 P~ dap

Since p1ps — p2 > 0, P = 0 if and only if p; > 0 (or p3 > 0). (x, Px)g2 < 0 for some
x € R? (in fact —P = 0) if and only if p; < 0 (or p3 < 0). Thus by Theorem 3.3.49 the
system is asymptotically stable if « > 0, 8 > 0 and it is unstable if « < 0, 5 > 0.
If « = 0 or 8 = 0 there are no solutions of the Liapunov equation when @ = Iz, so we

examine the modified Liapunov equation (94a).
2. case: a <0, 3 =0. The solution of (94a) with @ = I is

ie.

1 20 +7r)2a+r) 2a+r

R ,
" dr(a+r)2a+71) | 2047 2r2 4+ 2ar + 1
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Now 2(a+7)(2a+7)(2r2 +2ar +1) — (2a+71)2 = r(2a+8a>) + O(r?), so for a < 0, 7 > 0
sufficiently small there exists # € R? such that (x, P,x) < 0. Hence by Remark 3.3.50 A
has an eigenvalue with Re A > r for small » > 0. So there is a A € o(A) with ReA > 0
and hence the system is unstable.

If a > 0,8 =0 it is easily verified from the above formula that P, > 0 for » > 0 and
(2%, P.2%) < 0 for some 2% € K" when 7 < 0 is near r = 0. Hence there is a A € o(A) with
Re )\ = 0. A similar analysis can be carried out for the case « = 0, 8 > 0. But as in the
case where 5 = 0, a > 0 no stability or instability result is obtained (only the existence
of A € o(A) with ReX = 0). Thus stability results for these remaining cases cannot be
obtained with the choice of @ = I, even if we use the modified Liapunov equation (94a).
In order to proceed using quadratic Liapunov functions we need to make an inspired
choice for P (or equivalently (). The total energy of the oscillator is (82?4 z3), so let
1

280 } , with the associated

0o 1

us consider P = [
2

@=-ar-ra=[0 S ]=[o va][ po]=ce @

The parameter values we still have to analyze are « > 0, 8 = 0 and a = 0, § # 0, however
for these values there is more than one solution of (80a) with @ given by (95).
3. case: a =0, 3> 0. In this case there are many solutions of (80a)

Bé v
P = R.
(7,9) [—w s moe
which are, in general, non-symmetric. However, P(0,1) € H3(R) is positive definite and
so the system is stable by Corollary 3.3.46.
4. case: 3 =0, o > 0. In this case there are many symmetric solutions of (80a) with @
given by (95)
207 ]
P(y) = , eR.
(v) { ~y % + % Y
Since P(1) > 0 for a > 0 we conclude from Theorem 3.3.49 the system is stable.
5. case: aw =0, f = 0. In this case there are again many symmetric solutions of (80a)

P(é):[g g} SER

and the pair (A4, C) is unobservable since C' = 0. We know from Example 3.3.24 that the
system is (marginally) unstable in the present case but we cannot infer this result from
Theorem 3.3.49.

This example illustrates the usual situation when Liapunov equations are used. Stability
or instability can be deduced for most of the parameter values by the choice of Q = I,.
However certain combinations of the parameters (associated with the case Re A = 0,
A € 0(A)) require a more subtle analysis. O

We now turn to the time-invariant version of Liapunov’s indirect method. Consider

the nonlinear equations

i(t) = f(z(t), teR, (962)
e(t+1) = f(z(t), tez (96b)
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where f is Lipschitz continuous (resp. continuous) on an open subset X C K",
T € X, f(T) =0 (resp. f(T) =T). In addition, suppose that f is differentiable at =
and f'(T) = A, iLe.

fl@)=Ax —Z) + h(z — ), e X. (97)

and for any € > 0 there exists § > 0, such that
Ih(z = 2)| <ellz—7], x € B(T,9). (98)
Theorem 3.3.52. Assume that (97), (98) hold for the nonlinear system (96). Then

(i) if ReA <0 (|A] < 1) for all X € o(A), the equilibrium state T is exponentially
stable with respect to the nonlinear system (96).

(ii) IfReX >0 (JA] > 1) for some X € o(A) then the equilibrium state T is unstable
with respect to the nonlinear system (96).

Proof: Since (A4,1,) is uniformly observable (i) is an immediate consequence of
Theorem 3.3.20 and Theorem 3.3.41. We prove (ii) for the continuous time case
leaving the proof for the discrete time case to the reader (Ex. 23). Suppose Re Ay > 0
for some Ay € o(A) and choose r € (0, Re Ag) such that (88) holds for A, = A—rI,.
Then (A,,I,) is uniformly observable and there exists a solution P, € H,(K) of
(94a). Moreover & = A,z is unstable and so by Theorem 3.3.43 we must have that
T is unstable for the nonlinear system (96a). O

As an immediate consequence of Theorem 3.3.52 we know that if the equilibrium
point T of the nonlinear system (96) is unstable then there exists A € o(A) such that
Re X > 0(]A] > 1), but the linearized system is not necessarily unstable. Conversely
if the equilibrium point Z of the nonlinear system is (asymptotically) stable then
necessarily ReA < 0 (|]A\| < 1), A € 0(A), but we cannot infer that the linearization
is (asymptotically) stable. In contrast in the case of exponential stability there is a
tighter relationship between the behaviour of a nonlinear system near an equilibrium
point and its linearization. In order to express this relationship in a succinct way
we need the following definition. The solution of (96) with initial state 2° will be
denoted by ¢(t;2°), t € T(20).

Definition 3.3.53. Let r > 0 be such that B(Z,r) C X. The infimum of all w € R
for which there exists M, > 1 such that

2 € B(T,r) =Vt € T(2") : |lo(t; 2°) — T| < M,e*"||2° — 7| (99)

is called the (upper) growth rate of the nonlinear system (96) with initial state in
B(z,r) and is denoted by w(f,Z,7). w(f,T) := lim~ow(f,Z,r) is said to be the
(upper) growth rate of (96) at the equilibrium state T.

It follows from the definition that 0 < r; < ro implies w(f, @, ) < w(f,T,r2) and
therefore w(f,Z) = inf,~ow(f,Z,r). By definition w(f,Z,r) = oo if there does not
exist an M, > 1, w € R such that (99) holds.
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Example 3.3.54. Let f(z) = Az,z € K" where A € K"*" is given and T = 0. Then
w(f,0,7) = w(f,0) = w(A) for all » > 0 where w(A) equals the upper Liapunov (or Bohl)
coefficient of the semigroup ®(t) = e generated by A, see (30). Hence Definition 3.3.53
generalizes the concept of growth rate as introduced in Subsection 3.3.2 for time-invariant
linear systems. a

Theorem 3.3.55. Assume (97), (98) hold for the nonlinear system (96). Then
the equilibrium point T is exponentially stable if and only if the linearization at T is
exponentially stable. In this case w(f,T) = w(A).

Proof: The proof is for the continuous time case, the proof for the discrete time
case is set as Ex. 23. Assume w(A4) < 0 and 3 € (0,—w(A)). Given £ > 0 choose
0 > 0 such that (98) holds and consider the time-varying nonlinear equation

i(t) = (A+ BL)z(t) + h(t, 2(t), h(t,z) = "h(e™2), 2 € B(0,4), t > 0. (100)

Now
2] < 6 = |h(t, 2)[| = ™ |[n(e™™2)|| < e™elle™2|| =¢€l|z], t>0.  (101)

Hence h(-, -) has the property (74) for the pair (¢, d). Moreover o(A+G1,) C C_ and
(A+ @I, I,) is uniformly observable. So we may apply Theorem 3.3.41 to conclude
that there exist positive constants §, &, M such that

120)]| < & = [|=(t)[| < Me™||2(0)]}, ¢ > 0.
Let 2° = 7 + 2(0) and ¢(t; 2°) — 7 = e P'2(t), t > 0, then
[2° — Z|| <8 = ||o(t; 2°) — T < Me~ B0 — 7|, > 0.
Moreover for ¢ > 0, we have
pt:a%) = —Be Pa(t) + e M[(A+ BLy)2(t) + e h(e™2(t))]
= Alp(t:2°) = 7) + h(p(t;2°) — 7).

So ¢(t;2°) is the solution of (96a) with initial state 2°. We see, therefore, that T is
exponentially stable for the system (96a) and its growth rate at T, w(f,T) < w(A).
Conversely, assume that T is exponentially stable for (96a). Then given £ > 0 and
w € (w(f,T),0), there exists positive constants d, M such that (98) holds and

2° — 7| < 6 = [|p(t;2°) — 7| < Me*!||2° — 7|, t>0.

Choose € (0, —w) such that A+ 7 + 26 # 0 for all A\, € 0(A) and set z(t) =
P (p(t;2°) —T), t > 0. Then z(-) satisfies (100) with initial state 2° — Z and by
(101) h(-,-) has the property (74) for the pair (¢,8). Now if A\s € o(A + 31,)), then
Ag = A+ (3 for some A € 0(A). So by the restriction on the choice of 3 we see that
Ag +Tig # 0 for all A\g, ug € o(A + BI) and hence there exists a solution P of the
algebraic Liapunov equation (80a) with A replaced by A+ 31, and @ = I,,. Finally,
since (A+ (1, I,) is observable, we see that all the conditions of Theorem 3.3.43 for
the equation given by (100) are satisfied. But ||z(t)| < Me“*™*|2(0)|,¢ > 0 and
so the the equilibrium point 0 of (100) is exponentially stable. Therefore A + 51,
cannot be unstable and Re A < —f for all A € o(A). Thus w(A) < w(f,T) and this
completes the proof. O
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Liapunov’s indirect method provides a very simple way of determining whether or
not an equilibrium state is stable since it relates the nonlinear flow to that of the
linearized flow. However it is important to stress that stability or instability of an
equilibrium state is a local property and from a practical point of view may give
misleading information. For example an equilibrium state may be asymptotically
stable but its basin of attraction may be so small that from a practical standpoint
one should think of it as being unstable. Similar considerations apply to unstable
equilibrium points. Although the construction of Liapunov functions for nonlinear
systems may be difficult, the great advantage of Liapunov’s direct method is that it
provides information about the basin of attraction.

Example 3.3.56. Consider the nonlinear oscillator

i+ hy,9)y+9y) =0

where g(0) = 0. Setting x = [z1,22]" = [y,5]", we get the corresponding state space
system
. T2
&= = f(=).
| sty | = 1
Since

Toy=| 0

gz~ | =g'(0) —h(0,0) |’
the origin will be exponentially stable if and only if ¢’(0) > 0 and h(0,0) > 0. It will be
unstable if either ¢’'(0) < 0 or 2(0,0) < 0. ]

Example 3.3.57. Let us analyze the stability of an oscillator with nonlinear friction
described by the following equation

E+Ra+)E+pe=0.

Mechanical systems with this equation of motion are used to regulate the angular position
¢ of a gyrating mass. The corresponding state space system is

. Ll 0 1 X 0

= = — . 102

—ln]-18 s lm]-1A] @
which has one equilibrium state at (0,0). The linearization about this equilibrium state is

1

T = _Oﬁ _og | ® and we have analyzed the stability of this system in Example 3.3.24.
Using these results and Theorem 3.3.52; we are able to conclude that the origin is expo-
nentially stable if & > 0, § > 0 and it is unstable if « < 0. If « = 0, § > 0 the origin
of the linearized system is a centre and since it is only marginally stable we cannot apply
Theorem 3.3.52. In order to obtain information about this case and the basin of attraction
when « > 0, consider the function

V(z) = (1/2)(82? + 23), = €R2

This function associates with any state x, the corresponding total energy of the system.
Then limj,) s V(2) = oo and V(z) = —(2a + 23)z3. The largest invariant subset in
{z e R2: V(z) =0} = {(x1,0); 21 € R} for (102) is {(0,0)} when o > 0, 8 > 0. So by
Corollary 3.2.29 the origin is asymptotically stable even when o = 0, 8 > 0. Moreover
since every sublevel set V(z) < p is bounded the asymptotic stability is global. m|
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Example 3.3.58. The discrete time system

21t +1) = az(t) + 23(t), wo(t+1) = z1(t) + Baa(t) (103)
has two equilibrium points ' = (0,0) and 72 = ((1 — a)(1 — 8)%,(1 — a)(1 — 3)).
(ié g which has eigenvalues
a, 3. So the equilibrium state (0,0) will be exponentially stable if |a| < 1 and || < 1. It

will be unstable if |a| or |3] is greater than one.
The linearized system about the second equilibrium state is given by the matrix

a 2(1*a)(lfﬂ)}_

The linearized system about (0,0) is given by the matrix

1 B

The characteristic equation is (A — a)(A — 3) = 2(1 — «)(1 — ). The shaded region
in Figure 3.3.5 corresponds to those values of o, ( for which this equilibrium state is
exponentially stable. The boundaries « = 1, § = 1 are obtained when A = +1, the

B-a)(B3-0)=8

Figure 3.3.5: Stability chart for 2 with respect to (103)

boundary (3 —a)(3 — ) = 8 is obtained when A = —1 and the other part of the boundary
is determined by setting A = ¢*? with cos § = (o + 3)/2. Note that the first equilibrium
point is unstable if the second one is exponentially stable. a

3.3.6 Exercises

1. Prove that the growth rate w(A) = inf{w € R;IM > 0 : [|[®(t)| < Me“*} of
a continuous (resp. discrete) time semigroup ® with generator A € C"*" is equal to
the spectral abscissa a(A) = maxy¢,(4) Re A (resp. the logarithm of the spectral radius
In o(A) = Inmaxcq(a) [A])-

2. If A= [ 702 9 ] show that
At _4 | cost+sint sint ¢ ¢ | cos Tt —sin Tt sin Tt
= . . A= (V2 4 4 . 4 .
¢ € { —2sint cost —sint |’ (\[) —2sin jt sin 5t + cos §t
Determine At t
1 In|lA
Ll ol Bl i

t—o0 t—o00
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3. Find the continuous time evolution operator generated by a(t) = tsint on T = R,.
Show that the upper Liapunov exponent is +1, whereas the upper Bohl exponent is not
finite.

4. Show the upper Liapunov exponent for a continuous time system (1) is finite if
suprer, J; T A(s)|lds < oc.

5. Show that the Liapunov exponent of (1) is given by
In [|®(¢,0
@(®) = limsup In @, Ol i S0l

t—o00

(where In||®(¢,0)]| = —oco if [|®(¢,0)]] = 0).

6. Prove Theorem 3.3.15 in the discrete time case.

7. Consider

—11/2 + (15/2) sin 12t (15/2) cos 12t

A(t) = (15/2) cos 12t —11/2 — (15/2) sin 12t

Show that the system & = A(¢)z is exponentially stable even though o(A(t)) = (2,—13)
for all t > 0.

8. Prove that every scalar system @(t) = a(t)z(t), t € Ry (resp. z(t + 1) = a(t)z(t), t €
N) which has a finite upper Bohl exponent 3, can be transformed via a Bohl transformation
0(t) = elota(s)=p)ds (vesp. O(t) = e P [['_{ a(s)) into the time invariant system (t) =
Bx(t), (resp. z(t+1) = Bx(t)).

9. Consider the scalar system @(t) = (4¢tsint — 2t)z(t), t > to, z(to) = xo, to € R4.
Prove that the solution is

D(t,to)xo = o exp(4dsint — 4t cost — 2 — 4sintg + 4tg costy + t%) .

Hence show that the origin is asymptotically stable at any time ¢ty € R;. Prove that
®((2n + 1)m, 2n7) = exp((4n + 1)w(4 — 7)) for n € N and so the origin is not uniformly
asymptotically stable.

10. Ifa(t) = —(1+ )7L, q(t) = 2(1 +¢)~' = 3(1 + )72 for t € R, show that a solution of
the Liapunov equation (54a) is p(t) = 1 — (1+¢)~!. What conclusion can be drawn about
the stability properties of the evolution operator generated by a(-) on R;.

—2+cost —sint

—sint —2 —cost
such that the Liapunov equation (54a) is satisfied. Use this to prove that the evolution
operator generated by A(-) is uniformly exponentially stable.

0 1 at)?+1/4 0
—a(t) —1/2 0 1
Q(t) such that the discrete time Liapunov equation (54b) is satisfied. Hence show that the
evolution operator generated by A(+) is uniformly exponentially stable if |a(t)| < 1/2,t € N.

11. Let A(t) = ,t € Ry, choose P(t) = Iy and compute Q(t)

12. Let A(t) = { } ,t €N, choose P(t) = and compute

13. Prove the Instability Theorem 3.3.34

14. Show that the unique solution of (54b) on T;, with initial state P(¢p) is

P(t) = ®(to, t)* P(to)®(to, t) — Z B(s,t)*Q(s)®(s,t), t>to.

s=to



3.3 Linearization and Stability 293

15. Suppose A(t) = { é 8

solution of (54a). However for every r > 0 if A,(t) = A(t) — rly there are bounded
solutions of (54a) on T} /9,, when A(t) is replaced by A.(t).

} , t € R. Show that for Q(t) = I there is not a bounded

16. Determine conditions on a, b, p for which the equilibrium state is asymptotically stable
for Goodwin’s model of supply and demand considered in Example 1.2.1.

17. Determine whether or not the following matrices correspond to asymptotically stable
systems in the continuous time and discrete time cases

o [fa] o[V A e[S 4]

2

o

Verify your conclusions by solving the Liapunov equations with @ = Is.

18. Find the linearized equations of motion about the equilibrium states in Ex. 2.5, 2.6.
Determine whether or not these systems are asymptotically stable.

19. Show that the system & = aa® is asymptotically stable if & < 0 and unstable if o > 0.

Note that the linearized system about the origin is marginally stable for all @ € R. This
example shows that no conclusions for the stability with respect to the nonlinear system
can be drawn from this fact.

20. Consider the discrete time system with matrix

=20 5]
—a1 —ap

Determine the values of ag, a; for which there is not a unique solution of the Liapunov
equation (80b). Solve the Liapunov equation when @ = I and hence determine those
values of ag, a; for which the system is asymptotically stable, marginally stable or unstable.
Solve the modified Liapunov equation (94b). What further conclusions can be drawn?
Compare your results with those given in Example 3.3.25.

21. Suppose that the system @ = Az is asymptotically stable, where A € R"*". For a
step size 7 > 0 consider the following discretizations
(a)

= Az7(t),  (b)

V) _ AT(t+1), teN.
T

zT(t+1) — 27 (t)

Show that the system in (b) is necessarily asymptotically stable but the system in (a) need
not be asymptotically stable.

t
(2t9) ™1, to > 0. This example shows that the pair (a(:), 1) is not uniformly observable.

22. If (-, ) is generated by a(t) = —t, t € R, show that for every 7 > 0, ftooﬁ ®(s,t9)%ds <

23. Prove Theorems 3.3.43, 3.3.52 and 3.3.55 for the discrete time case.
24. Consider the system
i?l = T2, i?Q = *2.1}1 - 3$2 - h($1 + CEQ)

where h : R — R is continuous h(0) = 0 and zh(z) > 0 for all z # 0.
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(i) Find a matrix P € R™*" such that

PA+ATP+4I =0 where A = [ 702 713}

(ii) Use the function V(z) = z' Pz + fg“_H”Q h(s)ds to show that the origin is asymp-
totically stable.

25. Show that for the Lur’e problem (2.58) the function V' (2.60) has the property
V(Z’7 U) = *<Z’7 Q:E> - Tf2(0) + 2f(0')<Pb + (1/2)07 £E>

where PA+ ATP + @ = 0. Hence prove that if 0(A) c C_, f(0)=0,0 #0=of(c) >0
and
r > (Pb+ (1/2)c, @1 (Pb + (1/2)c)),

then the origin x = 0, 0 = 0 is asymptotically stable.

26. Newton’s method for solving the equation F(z) = 0, where F' : R™ — R" is differen-
tiable, is the iterative scheme

2t +1) = 2(t) — [F'(z(t)] ' F(z(t)) teN

where the inverse is assumed to exist.
This method is used to solve the scalar equation e™* — x = 0, so that

e~ — (1)

z(t+1)=z(t) + 1

, teN. (104)

If 7 is the required unique solution find the linearized equations about T and show that =
is an exponentially stable equilibrium state of (104). Use the function V(z) = |z — | to
obtain an estimate for the basin of attraction of this equilibrium state.

27. The second order differential system 5 + oeé + 3¢ = 0 is asymptotically stable if and only
if a >0, 8> 0. Use the Cayley transform to obtain necessary and sufficient conditions
for the second order difference equation

Et+2)+al(t+1)+b&(t)=0, teN
to be asymptotically stable.

28. Case study: A model for a continuous flow stirred tank reactor is given by

T = a(Ty—T)+bkCe™ /T
C = a(Cy—C)—kCe /T

where Cy, Ty are the concentration and temperature of the reactant in the influent and
C, T are the concentration and temperature of the reactant in the effluent. a, b, «, k are
positive constants.

(i) Show that all equilibrium states (C.,T,) satisfy

1_’_96&/717 bCo Oengi_

1
k T, — Ty’ T, —Tp b
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(ii) Linearize the equations about an equilibrium state and hence show that an equilibrium
state is stable if
CO OéCe

T,— Ty~ 12

(iii) If Tp = 300, Cop = 10, a = 277, b =30, k = 0.5, o = 36001n 2, find three equilibrium
states and determine whether or not they are stable. Are there any other equilibrium
states?

(iv) Use a computer to obtain a phase portrait of the system around the three equilibrium
points.

3.3.7 Notes and References

Many of the results for time-varying linear systems can be found in Daleckii and Krein
(1974) [118]. The notion of Bohl exponent is due to Bohl (1913) [65]. The proof of
Theorem 3.3.15 is given in [118] and was proved for the case p = 2 in [120]. Our proof
is based on that of [115]. Many of the books quoted in Section 3.2 contain results for
time-varying systems. For further results on time-varying Liapunov transformations, see
Gantmacher (1959 Vol. 2) [183].

The result that the growth rate of a strongly continuous semigroup is supye,(4) Re A is
known as the spectrum determined growth condition. It holds for a large class of strongly
continuous semigroups on infinite dimensional Banach spaces. However it is not true in
general, see Zabczyk (1975) [540] for a counterexample with supye, 4y = 0 yet [|S(t)[| = ¢".
For a discussion of numerical stability of discretization methods see for example Stoer and
Bulirsch (1978) [485] and the references in Section 4.5.

The quadratic Liapunov function for linear systems was introduced in Liapunov’s original
work and many of the results in Subsection 3.3.4 and Subsection 3.3.5 can be found there.
A good account can also be found in Barbashin (Translation 1970) [33]. Extensions of
Liapunov’s result which relate the inertia ¢(A) to the inertia i(P) where PA+A*P+Q =0,
are called inertia theorems see Carlson and Schneider (1963) [91], Wimmer (1975) [531],
Glover (1984) [188] and Datta (1999) [123].

Generalizations of Liapunov’s Theorem 3.3.33 to infinite dimensional systems, continuous
or discrete time have been obtained by Datko (1970) [119] and Zabczyk (1974) [539].

In the late 60’s determining stability domains via Liapunov functions (or otherwise) was
much in vogue and there have been many such attempts for the Mathieu equation. For
example Narenda and Taylor (1973) [387] obtained the stability domain wa{/2 > |q|, a >
k.

The linearization result in Subsection 3.3.5 is essentially due to Liapunov and the fact
that an equilibrium point is exponentially stable if and only if the linearization at the
equilibrium point is exponentially stable can be found in Zabezyk (1992) [541].



