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complex heterogeneous media, many particles systems, composite media, etc.
Mathematically, we are led to study of singular homogenisation limits and
the procedure is called upscaling or homogenisation. The processes to be up-
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Mesoscopic Models of Reaction-Di�usion

Processes with Exclusion Mechanism

Flavius Guia�s

Institut f�ur Angewandte Mathematik, Im Neuenheimer Feld 294,
D{69120 Heidelberg, Germany

Abstract. We study a class of Markov jump processes describing reaction-di�usion
phenomena in a dynamic medium. The model consists basically of a bounded do-
main divided into cells, each of them being the collection of a given number of sites.
These sites are in one of two possible phases of the medium, being either empty, or
occupied by particles. The cells are considered as homogenous, the spatial structure
of the sites being ignored. The model describes chemical reactions and interactions
with the medium, while the individual particles can also perform jumps between
neighbouring cells. We consider an exclusion mechanism which prohibits adsorption
or jump of particles in a saturated cell. We analyze the macroscopic behaviour of
this class of processes in the limit when the cell size tends to 0 and the number of
sites per cell tends to in�nity, giving conditions for convergence towards the solution
of a deterministic reaction-di�usion system.
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1 Introduction

The model considered in this paper is closely related to a class of stochas-
tic models for reaction-di�usion-type phenomena, known in the literature as
'density dependent models' or 'high density particle models'. Briey, these
models consist in the division of a bounded domain into cells by a regular
mesh, while a large number of particles is considered inside each cell. Parti-
cles can perform random walks among neighbouring cells, or can react with a
partner inside the same cell. In the works [1,7,2,3] the asymptotic properties
of this class of Markov processes are analyzed, and convergence results to-
wards a deterministic law (a reaction-di�usion system) are proved if the cell
size tends to 0 and the number of particles tends to in�nity. Of course, the
results hold only under a suitable adjustment of the speed of convergence to
0 of the cell size and of the order of convergence to in�nity of the number
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of particles. In [5] an in�nite-dimensional system of reaction-di�usion type
is considered, namely the coagulation-fragmentation equations, and a conver-
gence result of the same type as mentioned above is proved. In studying the
macroscopic limits of this type of models, one can take advantage of proba-
bilistic techniques, as well as of methods from the analysis. For this reason,
this approach is often more convenient than an approach based on a lattice
gas model, in which the particles perform random walks and where a reaction
mechanism is present in the case when two particles meet on the same site.
In the present work we consider a density-dependent particle model, with the
modi�cation that the number of particles in every cell is limited to a maximal
number. However, in the limit it will tend to in�nity. We consider particles
which can perform random walks between the cells, while they also obey to a
birth-death and a binary reaction mechanism, the only restriction being the
limited maximal number of particles in each cell. The products of the binary
reactions are not among the considered type of particles, and are eliminated
instantaneously from the cell.

A further aspect is the modelling of a surface or a volume with crystalline
structure as a dynamic medium which varies in time, exhibiting local phase
changes caused by the mutual interaction between the medium and the par-
ticle system. The resolution of this model does not go down to the level of
the atomic sites of the crystal surface, but considers the cells as being ho-
mogenous patches on a mesoscopic scale, in which the spatial distribution of
the reactants and of the crystal phases is ignored. The motivation for this
approach comes from modelling oxidation of CO on the crystalline surface
of a catalyst, as treated e.g. in [8]. The simpli�ed model presented in our ap-
proach is intended to be a �rst step in the rigorous mathematical modelling
by stochastic processes of this type of phenomena.

2 Construction of the stochastic model

Let 
 � Rd ; d � 3, be a bounded domain with smooth boundary, which we
divide into cubic cells of size ". Let G " denote the collection of all cells which
are completely included in 
, and let NC = jG " j denote their total number.
De�ne


" :=
[

G2G"

G � 
: (1)

Consider particles which correspond to one of the reactants involved in
the process.We associate to each cell a number of sites; each site can be either
empty, or occupied by one particle. Moreover, each site is in one of the two
possible phases of the medium. The sites are not a further subdivision of a
single cell and their spatial structure is of no importance in this case. Due
to this simpli�cation, we call this type of model a mesoscopic model. Denote
the set of all neighbours of a cell G which are contained in 
" by N(G),
and let n(G) = jN(G)j. Let nG(t);mG(t), denote respectively the number
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of particles and the number of sites in a reference phase of the medium
(denoted from now on as \phase 1") considered in the cell G at time t. By

multiplication with a scaling factor h, i.e. by de�ning xh;"G (t) = h � nG(t),
we obtain the corresponding concentration. The factor h should be seen as
the inverse of the 'total number of sites' in a cell. This implies that the
concentration of the reactant cannot take values above 1. In a similar way we
de�ne yh;"G (t) = h �mG(t), which is the concentration of the sites in phase 1

in the cell G at time t. The pair zh;"G (t) := (xh;"G (t); yh;"G (t)) is thus an element
of the state space E , which can be de�ned either as the �nite-dimensional
space of pairs of functions de�ned on 
, piecewise constant on the cells in
G " , and zero in 
 n
", or as the space of NC � 2 matrices with real entries.
In the �rst case, the values of the functions on the cell boundaries are of no
importance, since we will work in an L2-setting. We will make selective use
of these two viewpoints, depending on the context. For simplicity, where is
no danger of confusion, the dependence of the state space on " and h will be
suppressed, since we will never consider two processes on two di�erent state
spaces at the same time. Denote further by Ex

G the NC � 2 matrix which has
all elements equal to 0, except the element corresponding to the pair (G; x)
which equals 1. De�ne further Ey

G in a similar way. The notation �A(�) will
stand as usually for the characteristic function of the set A. Consider some
polynomial functions with positive coeÆcients d(�); a(�) de�ned on [0,1] and
q1(�; �); q2(�; �) de�ned on [0; 1]2. Let z = (x; y) 2 E be the current state of
the Markov process. The possible transitions are the following:

1. adsorption of new particles in an arbitrary cell G, at a rate proportional
to the number of free sites, i.e.:

z �! z + h �Ex
G at rate h�1 � a(yG) � (1� xG) (2)

2. disappearance of particles from an arbitrary cell G, i.e.:

z �! z � h �Ex
G at rate h�1 � d(yG) � xG (3)

This transition can occur as a consequence of desorption or reaction phe-
nomena. Since we consider only one reactant and since the reaction prod-
ucts are leaving instantaneously the catalysator surface, we can describe
the mentioned two processes with the same type of transition. Note that,
as in the case of adsorption, the rates depend also on the medium, i.e. on
the proportion of the two crystal phases inside the cell.

3. di�usion of particles inside the domain, i.e.:

z �! z � h �Ex
G + h �Ex

G0 at rate (4)

"�2h�1 � �[0;1)(xG0) � xG; where G
0 2 N(G):

The interpretation of this transition is the following: a particle jumps
from the cell G to the neighbour cell G0 with the given rate, under the
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condition that there still are free sites available in the target cell. This
is possible only if xG0 < 1. We have introduced in this way an exclusion
mechanism into the model.

4. change of the crystal phase

a) z �! z � h �Ey
G at rate h�1 � q1(xG; yG) � yG (5)

b) z �! z + h � Ey
G at rate h�1 � q2(xG; yG) � (1� yG) (6)

This transition models the change of phase of a site in the cell G (from
the total number of h�1 sites in the cell), which can ip between phase
1 and phase 2. The terms qi(�; �); i = 1; 2, denote the ipping rates of
one single site in phase i. The rates depend on both the concentration of
the reactant and the proportion of the two phases. This model contains
the possibility that only one site can ip at a time, but the results will
hold also if we allow the ipping of a random number of sites, under the
condition that the mean (expectation) of this random number is �nite.
However, for simplicity we will restrict ourselves only at the situation
described above in 4.

The in�nitesimal generator of the process z(t) is given by:

(�h;"g)(z) =
X
~z

(g(~z)� g(z)) rz!~z (7)

for any bounded, measurable fuction g de�ned on E , where the value of rz!~z

runs through all previously described transition rates from the state z to the
new state ~z. The parameter of the exponentially distributed waiting time
before jumping from the state z to the state ~z is given by:

�h;"(z) =
X
~z

rz!~z (8)

The observation that the number of possible states of the process is �nite
implies that the waiting time parameter function �h;" is bounded. Then,
according to [4], pp.162-164 the jump process z(t) is de�ned a.s. for all t � 0,
i.e. the jumps do not accumulate. De�ne for all r > 0 and z = (x; y) 2 E :

pxG;r(z) = �r(xG) (9)

pyG;r(z) = �r(yG) (10)

where the functions �r are de�ned on R for all r > 0 by:

�r(w) =

�
w for jwj � r

2r � sgn(w)� r2 � w�1 for jwj > r:
(11)

pxG;r; p
y
G;r are thus bounded C1-functions. From our construction of the pro-

cess we have ensured that xG; yG � 1, so the functions pxG;1; p
y
G;1 are nothing
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else but the projection of the component xG, respectively yG. The application
of Dynkin's formula ([4], p.162) for these functions implies:

x(t) = x(0) +

Z t

0

f��"x(s) � d(y(s)) � x(s) + a(y(s)) � (1� x(s))g ds

+Mh;"
x (t) (12)

y(t) = y(0) +

Z t

0

�
q2(x(s); y(s)) � (1� y(s))� q1(x(s); y(s)) � y(s)

	
ds

+Mh;"
y (t) (13)

where the terms Mh;"
x (t);Mh;"

y (t) are martingales with the respect to the
�ltration generated by the process. The operator ��" corresponds to the
di�usion-type transitions of the reactant, under the exclusion mechanism
taken into consideration. We have:

��"xG = "�2
X

G02N(G)

�
�[0;1)(xG) � xG0 � �[0;1)(xG0) � xG

	

= �G�"xG ����GxG (14)

The operator denoted by �", is de�ned by:

�"xG =
X

J2G" ;J02N(J)

(�h � E�J + h � E�J0)G � "
�2h�1 � xJ (15)

where E�J denotes the characteristic function of the cell J 2 G " , and will
turn out to be the �nite-di�erence approximation of the Laplace operator on
an "-mesh corresponding to Neumann boundary conditions. Let us present
some further notations and auxiliary results concerning this operator. Let H"

denote the Hilbert subspace of L2(
) consisting of step functions which are
constant on the cells G 2 G " and vanish on 
 n
". For any element f 2 H",
its norm is given by the L2-norm:

kfk2H" =
X
G2G"

jGj � f2
G = "d

X
G2G"

f2
G = kfk2L2(
) (16)

Where it is no confusion, by k � kL2 we will mean always the norm in
L2(
). De�ne also the projections �" : L

2(
)! H" by:

(�"f)G = "�d
Z
G

f(x)dx (17)

for any G 2 G " . It is easy to see that �" are continuous linear operators with
norm 1, which implies that the internal approximation of L2(
) by the spaces
H" is stable. It can be easily seen that the approximation is also convergent,
i.e.

k�"f � fkL2 ! 0 (18)
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as "! 0, for any f 2 L2(
). Let � denote the L2-realization of the Laplace
operator under Neumann boundary conditions, i.e. with the domain

H =

�
u 2 H2(
) :

@u

@�
= 0 on @


�
(19)

On the space H we have the norm:

kukH = kukL2(
) + k�ukL2(
); (20)

which is equivalent with the H2-norm (see [5]).

3 Statement of the result

The main result of this paper is the convergence of the familiy of stochastic
processes to the solution of a deterministic reaction-di�usion system. Let 

be a bounded domain in R

d ; d � 3 with smooth boundary and consider the
polynomial functions with positive coeÆcients d(�); a(�) de�ned on [0,1] and
q1(�; �); q2(�; �) de�ned on [0; 1]2. Denote by x(t; �); y(t; �) the solution of the
following deterministic system:

dx

dt
= �x(t)� d(y(t)) � x(t) + a(y(t)) � (1� x(t))

dy

dt
= �q1(x(t); y(t)) � y(t) + q2(x(t); y(t)) � (1� y(t)) in 


@x

@�
= 0 on @
 (21)

The intial conditions x(0) and y(0) are assumed to be suÆciently regular
functions on 
, positive and bounded strictly from above by 1. Global exis-
tence and uniqueness results of the above system are standard (see e.g. [9]).
However, for our purpose it suÆces to show the existence and uniqueness
of a mild solution of the system. This will be pointed out subsequently. The
regularity is only needed in order to apply a comparison principle for showing
that the components of the solution stay in the range [0; 1], if the initial con-
ditions are in this range (in the case of our stochastic process, this is already
ensured by construction). Moreover, due to the dissipativity of the di�usion
operator, the component x(t) will stay uniformly bounded away from 1.

Theorem 1. If h"�2�d ! 0 as h; "! 0 and if

kxh;"(0)� x(0)kL1 + kyh;"(0)� y(0)kL1 �! 0

in probability for h; " ! 0, then the family of stochastic processes zh;"(t) =
(xh;"(t); yh;"(t)) satis�es the convergence property:

sup
t�T

�
kxh;"(t)� x(t)kL2 + kyh;"(t)� y(t)kL2

�
�! 0

in probability as h; "! 0, for any T > 0 �xed.
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4 The proof

For a better overview, we will divide the proof into several lemmata.

Lemma 1. Let S(t) be the contraction semigroup generated by the opera-
tor � with domain H on L2(
). We have then: (i) If u 2 L1(
), then
S(t)u 2 L1(
) and kS(t)ukL1 � kukL1. (ii) The operator �" generates a
contraction semigroup S" on H" in the Lp-norm, for all p 2 [2;1]. More-
over, if p < 1, the semigroup is analytic. (iii) The semigroup S"(t) on the
space H" (considered as a subspace of L2(
) ) satis�es the approximation
property:

kS"(t)�"f � S(t)fkL2(
) ! 0 as "! 0

uniformly in t on bounded intervals and for any f 2 L2(
). (iv) If q(�; �) is a
polynomial and u1; u2; v1; v2 are L1-functions de�ned on 
 with norms � 1,
then

kq(u1; u2)� q(v1; v2)kL2 �M (ku1 � v1kL2 + ku2 � v2kL2)

where the constant M depends only on the coeÆcients and of the degree of
the polynomial q.

Proof. For (i)-(iii) see [5], Lemma 2.2 and Lemma 3.1. (iv) The proof is a
simple computation, which we will perform only in the case of monomials.
The extension to general polynomials is straightforward. We have:

kui1u
j
2 � vi1v

j
2kL2 � kui1u

j
2 � vi1u

j
2kL2 + kvi1u

j
2 � vi1v

j
2kL2

� kui1 � vi1kL2kuj2kL1 + kuj2 � vj2kL2kvi1kL1

�M1 (ku1 � v1kL2 + ku2 � v2kL2) (22)

Since all L1-norms of the considered functions are bounded from above by 1,
the constantM1 depends only on i and j. In the case of general polynomials,
we simply sum up the results of the above computations and get the statement
of the lemma. ut

Fix some time moment T > 0. Consider the Banach space ZT := fz =
(x(t); y(t)) 2 L1(
)� L1(
)g with the norm

kzkZT =
kx(t)kL1(
) + ky(t)kL1(
)


L1[0;T ]

De�ne on ZT the operator A by (Az)(t) := ((Az)x(t); (Az)y(t)), where

(Az)x(t) = S(t)x(0) +

Z t

0

S(t� s) [�d(y(s))x(s) + a(y(s))(1� x(s))] ds

(Az)y(t) = y(0) +

Z t

0

�
�q1(x(s); y(s))y(s) + q2(x(s); y(s))(1 � y(s))

�
ds (23)
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Lemma 2. For r � 1, the operator A de�ned above has a unique �xed
point in the open ball Br(z(0)) of the space ZT1 , provided T1 = K�1(1 +
kz(0)kZT1 )

�1r. K is a suÆciently large constant, depending only on the re-
action functions and on the domain 
. This is the mild (local) solution on
the time interval [0; T1] of the system (21).

Proof. The result follows from a straightforward application of Banach's �xed
point theorem, making use also of Lemma 1 (i). It is similar to [5] Theorem
1.1. The existence result is only local, since we did not impose positivity of
the initial conditions. ut

Lemma 3. (L2-estimate of the martingales) For a given T > 0 and for small
", the martingales introduced in (12) and (13) satisfy the estimates:

E
z(0)

�
kMh;"

x (t)k2H"

�
� CT � h � "�2 (24)

E
z(0)

�
kMh;"

y (t)k2H"

�
� CT � h � "�2 (25)

where the conditional expectation is taken with respect to the initial condition
z(0) of the process z(�) and where C is a constant depending only on 
 and
of the coeÆcients of the transition rates.

Proof. We will prove only the �rst estimate, the computations for the second
one being completely similarly (even simpler, since for this component the dif-
fusion is absent). For any bounded C1-function g and for z(t) = (x(t); y(t)) 2
E we have the standard identity (see e.g. [6]):

E
z(0)

�
g(Mh;"

x (t)
�
=

Z t

0

E
z(0)

� X
z!~z

�
g(~x� x+Mx(s))� g(Mx(s))

�(~x� x)g0(Mh;"
x (s))

�
rz!~z

�
ds

where the notation z ! ~z = (~x; ~y) has the same meaning as in (7). By taking
g = (pxG;1)

2, we have then:

E
z(0)

�
kMh;"

x (t)k2H"

�
= "d

X
G2G"

E
z(0)

h
Mh;"

x;G(t)
2
i
=

= "d
X
G2G"

Z t

0

n
h2h�1d(yG)xG + h2h�1a(yG)(1� xG)

+
X

J02N(J)

[(�hE�J + hE�J0)G]
2 "�2h�1�[0;1)(xJ0 )xJ (s)

o
ds

= "dh
X
G2G"

Z t

0

n
d(yG)xG + a(yG)(1� xG)

+"�2xG(s)
X

G02N(G)

�[0;1)(xG0) + "�2�[0;1)(xG)
X

G02N(G)

xG0(s)
o
ds (26)
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Since 0 � xG � 1 for all G (ensured by de�nition), relation (26) im-
plies immediately that the statement of the lemma is valid if we choose a
suÆciently small ". ut

Proof of Theorem 1 Throughout this proof, by const we will denote a generic
constant, which is independent on h; "; t and on the considered stochastic or
deterministic processes. It may depend on the domain 
 and on the polyno-
mial reaction functions. We will show �rst that the statement holds locally
in time, more precisely on the time interval [0; T1] given by Lemma 2 for

r = 1� kx(0)kL1 (27)

De�ne the stopping time

�h;" = infft � 0 : kxh;�(t)kL1 = 1g ^ T1 (28)

That is, we stop the process as soon as we reach saturation in one of the cells
or at the end of the considered time interval.. Before this time moment, the
exclusion property of the process does not show up, and we have just simple,
discrete di�usion of the particles. For simplicity, we will denote from now on
this stoping time as � . From identity (12) we have thus:

xh;"(t ^ �)�Mh;"
x (t ^ �) = xh;"(0) +

Z t^�

0

n
�"(x

h;"(s)�Mh;"
x (s))

+�"M
h;"
x (s) + a(yh;"(s)(1� xh;"(s)) + d(yh;"(s))xh;"(s)

o
ds (29)

By variation of constants we have:

xh;"(t ^ �) = S"(t ^ �)x
h;"(0) +

Z t^�

0

S"(t ^ � � s)
n
a(yh;"(s))(1� xh;"(s))

+d(yh;"(s))xh;"(s) +�"M
h;"
x (s)

o
ds+Mh;"

x (t ^ �) (30)

Let z = (x; y) be the unique �xed point of the operator A de�ned in (23),
that is:

x(t ^ �) = S(t ^ �)x(0) +

Z t^�

0

S(t ^ � � s)
�
� d(y(s))x(s)

+a(y(s))(1� x(s))
�
ds (31)

y(t ^ �) = y(0) +

Z t^�

0

�
�q1(x(s); y(s))y(s) + q2(x(s); y(s))(1 � y(s))

�
ds (32)

Subtracting the equations (30) and (31), respectively (13) and (32) and taking
L2-norms,we obtain:

kxh;"(t ^ �) � x(t ^ �)kL2 � Ax
1 +Ax

2 +Ax
3 (33)

kyh;"(t ^ �) � y(t ^ �)kL2 � Ay
0 + Ay

1 +Ay
2 +Ay

3 (34)
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where

Ax
1 = kS"(t ^ �)x

h;"(0)� S(t ^ �)x(0)kL2 (35)

Ax
2 =

Z t^�

0

S"(t ^ � � s)
�
a(yh;"(s))(1� xh;"(s)) + d(yh;"(s))xh;"(s)

�

�S(t ^ � � s) [�d(y(s))x(s) + a(y(s))(1� x(s))]

L2

ds (36)

Ax
3 = sup

t�T1


Z t^�

0

S"(t ^ � � s)�"M
h;"
x (s)ds +Mh;"

x (t ^ �)


L2

(37)

and

A0
y = kyh;"(0)� y(0)kL2 (38)

A1
y =

Z t^�

0

�q1(xh;"(s); yh;"(s))yh;"(s) + q1(x(s); y(s))y(s)

L2
ds (39)

A2
y =

Z t^�

0

q2(xh;"(s); yh;"(s))(1� yh;"(s)) � q2(x(s); y(s))(1 � y(s))

L2
ds

(40)

A3
y = sup

t�T1

kMh;"
y (t ^ �)kL2 (41)

Let us estimate these terms, by using the properties of the operator semi-
groups stated in Lemma 1.

A1
x � kS"(t ^ �)x

h;"(0)� S"(t ^ �)�"x(0)kL2

+kS"(t ^ �)�"x(0)� S(t ^ �)x(0)kL2

� kxh;"(0)� �"x(0)kL2 + kS"(t ^ �)�"x(0)� S(t ^ �)x(0)kL2

� kxh;"(0)� x(0)kL2 + kx(0)� �"x(0)kL2

+kS"(t ^ �)�"x(0)� S(t ^ �)x(0)kL2

� kxh;"(0)� x(0)kL2 + c1(") (42)

where, according to (18) and Lemma 1 (iii), c1(")! 0, as "! 0. Let us make
the following notations:

Dh;"(s) = a(yh;"(s))(1� xh;"(s)) + d(yh;"(s))xh;"(s) (43)

D(s) = a(y(s))(1� x(s)) � d(y(s))x(s) (44)

We have then:

A2
x �

Z t^�

0

kS"(t ^ � � s) [Dh;"(s)� �"D(s)]kL2 ds

+

Z t^�

0

k(S"(t ^ � � s)�" � S(t ^ � � s))D(s)kL2 ds
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�

Z t^�

0

kDh;"(s)� �"D(s)kL2 ds

+

Z t^�

0

k(S"(t ^ � � s)�" � S(t ^ � � s))D(s)kL2 ds

�

Z t^�

0

kDh;"(s)�D(s)kL2 ds+

Z T1

0

kD(s)� �"D(s)kL2 ds

+

Z T1

0

k(S"(t ^ � � s)�" � S(t ^ � � s))D(s)kL2 ds

�

Z t^�

0

kDh;"(s)�D(s)kL2 ds+ c2(") (45)

where, according to (18), Lemma 1 (iii), and the dominated convergence
theorem, c2(")! 0, as "! 0. By Lemma 1 (iv), we have:

kDh;"(s)�D(s)kL2 � const
�
kxh;"(s)� x(s)kL2 + kyh;"(s)� y(s)kL2

�
(46)

which yields:

A2
x � const

Z t^�

0

�
kxh;"(s)� x(s)kL2 + kyh;"(s)� y(s)kL2

�
ds+ c2(") (47)

We will discuss now the term Ax
3 using the framework considered e.g. in

[7]. Let H be a separable Hilbert space andM an H-valued martingale which
is square integrable, right continuous and has left limits (cadlag). Consider
on H a C0-semigroup of operators U(t) which satis�es kU(t)kL(H) � exp(�t),
and let A be its in�nitesimal generator. By partial integration we have:

Z t

0

U(t� s)AM(s)ds = �

Z t

0

d

ds
(U(t� s))M(s)ds = U(t)M(0)�M(t)

+

Z t

0

U(t� s)dM(s) (48)

The term
R t
0 U(t� s)dM(s) is called stochastic convolution-type integral and

can be regarded as a Stieltjes integral of the evolution operators U(t � s)
with respect to M(�). Moreover, cf. [7] p.179 it satis�es the following Doob-
like inequality:

P

�
sup
t�T


Z t

0

U(t� s)dM(s)


H

� Æ

�
�

4 exp(4�T )

Æ2
E
�
kM(T )k2H

�
(49)

for all 0 � t � T and Æ > 0. Returning to our problem where � = 0, we de�ne

Yh;"(t) : =

Z t^�

0

S"(t ^ � � s)�"M
h;"
x (s)ds+Mh;"

x (t ^ �)

=

Z t^�

0

S"(t ^ � � s)dMh;"
x (s) (50)
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By (49) and Lemma 3 we have thus for any Æ > 0:

P (Ax
3 � Æ) = P ( sup

t�T1

kYh;"(t)kH" � Æ) � 4Æ�2constT1h"
�2 (51)

By Lemma 1 (iv), we have:

A1
y +A2

y � const

Z t^�

0

�
kxh;"(s)� x(s)kL2 + kyh;"(s)� y(s)kL2

�
ds (52)

For Æ > 0, we have by Doob's inequality for the submartingale kMh;�
y (t^�)k2H"

and by Lemma 3:

P (A3
y � Æ) �

1

Æ2
E[kMh;�

y (T1)k
2
H" ] � 4Æ�2constT1h"

�2 (53)

Summing up the relations (33) and (34) and using the estimates (42), (47),
(52) we obtain:

kxh;"(t ^ �) � x(t ^ �)kL2 + kyh;"(t ^ �)� y(t ^ �)kL2 � c1(") + c2(")

+A3
x +A3

y + kxh;"(0)� x(0)kL2 + kyh;"(0)� y(0)kL2

+const

Z t^�

0

�
kxh;"(s)� x(s)kL2 + kyh;"(s)� y(s)kL2

�
ds (54)

Gronwall's inequality implies:

kxh;"(t ^ �)� x(t ^ �)kL2 + kyh;"(t ^ �)� y(t ^ �)kL2 �
�
c1(") + c2(")

+A3
x +A3

y + kxh;"(0)� x(0)kL2 + kyh;"(0)� y(0)kL2

�
econstT1 (55)

The convergence to 0 of c1("); c2("), relations (51), (53) and the hypotheses
of the theorem imply that

sup
t�T1

�
kxh;"(t ^ �) � x(t ^ �)kL2 + kyh;"(t ^ �)� y(t ^ �)kL2

�
�! 0

in probability as h; "! 0. We will show now that the stopping time � will be
with high probability equal to T1, meaning that in the limit the saturation is
not reached. Let us analyze the event f� < T1g, that is, the situation when
the saturation is reached before the end of the time interval. Considering
now in relation (12) t = � , taking L1-norms and using also Lemma 1 (ii),
we have:

1 = kxh;"(�)kL1 � kxh;"(0)kL1 + kYh;�(�)kL1 +

Z �

0

kDh;�(s)kL1ds

� kx(0)kL1 + kxh;"(0)� x(0)kL1 + "�d=2kYh;�(�)kL2 +K� (56)

Where the constantK is de�ned in Lemma 2. Together with (27), this implies

KT1 > K� � r � kxh;"(0)� x(0)kL1 � "�d=2kYh;�(�)kL2 (57)
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Using the relation between T1 and r from Lemma 2 we get:

Kkz(0)kZT1T1 � kxh;"(0)� x(0)kL1 + "�d=2kYh;�(�)kL2 (58)

Denote the event of this inequality by E . We have shown that

f� < T1g =) E

and thus
Pf� < T1g � PfEg

But, by the hypothesis of the theorem together with (51),

PfEg ! 0 as h; "! 0

This shows that the convergence property holds on the entire time inter-
val [0; T1]. Since we considered a solution of (21) which, by the assumption
on the reaction functions, stays uniformly bounded away from 1, we have
kx(t)kL1 � 1 � � for all t 2 [0; T1], for some positive constant �. This im-
plies that r � � and that 1 � kx(T1)kL1 � � > 0. We can now repeat the
construction from Lemma 2 starting form the initial value (x(T1); y(T1)) and
obtain a prolongation of the solution on the interval [T1; T2] with T2 = T1 +
K�1(1+ kz(T1)kZT2 )

�1(1�kx(T1)kL1). We have then T2�T1 � (K=3)�1�.
Applying this procedure repeatedly, we obtain a solution on any arbitrary
�nite interval [0; T ], since the local existence intervals do not shrink. In every
step we repeat the argumentation for the stochastic convergence which we
made for the interval [0; T1] and cover thus the whole interval [0; T ], �nishing
the proof of the theorem. ut
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