## Chapter 3

## Microlocalization

### 3.1 The Global FBI Transform

For $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$ we would like to treat simultaneously the local behavior of $u$ and that of its $h$-Fourier transform $\mathcal{F}_{h} u$ (in this case, we say that we study the microlocal behavior of $u$ ).

For this purpose, we set

$$
\begin{align*}
T u(x, \xi ; h) & =\underbrace{2^{-\frac{n}{2}}(\pi h)^{-\frac{3 n}{4}}}_{=\alpha_{n, h}} \int e^{i(x-y) \xi / h-(x-y)^{2} / 2 h} u(y) d y \\
& \stackrel{\text { def }}{=} \alpha_{n, h}\left\langle u_{y}, e^{i(x-y) \xi / h-(x-y)^{2} / 2 h}\right\rangle_{\mathcal{S}^{\prime}, \mathcal{S}}, \tag{3.1.1}
\end{align*}
$$

which belongs to $C^{\infty}\left(\mathbf{R}^{2 n}\right)$. Tu is called the Fourier-Bros-Iagolnitzer (for short, FBI) transform of $u$, and it has been used by many authors and for many purposes, in particular by J. Sjöstrand, who has also developed a systematic study for it in $[\mathrm{Sj} 1, \mathrm{Sj} 2]$ (see also [Del]).

A possible explanation for this definition relies on the uncertainty principle (1.1.5): Here one tries to have $\Delta x \sim \Delta \xi \sim \sqrt{h}$, so we start by localizing $u$ near $x$ up to $\mathcal{O}(\sqrt{h})$ by multiplying it with the Gaussian function $e^{-(x-y)^{2} / 2 h}$. Then one also tries to localize $\mathcal{F}_{h} u$ near $\xi$ by just taking the Fourier transform with respect to $y$ (the multiplication by $e^{i x \xi / h}$ is done only for the convenience of having a convolution operator). The fact that we have in this way localized $\mathcal{F}_{h} u$ near $\xi$ up to $\mathcal{O}(\sqrt{h})$ can be seen in the relation

$$
T u(x, \xi ; h)=e^{i x \xi / h} T \mathcal{F}_{h} u(\xi,-x),
$$

the proof of which is postponed (see Remark 3.4.20). As we shall see hereinafter in Proposition 3.1.1, the coefficient $\alpha_{n, h}$ is just a normalization factor.

Notice that all this can also be done by just doing a convolution with a Gaussian function, because one has

$$
T u(x, \xi ; h)=\alpha_{n, h} e^{-\xi^{2} / 2 h} \int e^{-(x-i \xi-y)^{2} / 2 h} u(y) d y
$$

that is, setting $z=x-i \xi \in \mathbf{C}^{n}$, we have

$$
\begin{equation*}
T u(x, \xi ; h)=\alpha_{n, h} e^{-\xi^{2} / 2 h} \widetilde{T} u(z ; h), \tag{3.1.2}
\end{equation*}
$$

where $\widetilde{T} u(z ; h)=\int e^{-(z-y)^{2} / 2 h} u(y) d y$ is called the Bargman transform of $u$. Also, writing $\phi_{\xi}(x)=(\pi h)^{-n / 4} e^{i x \xi / h-x^{2} / 2 h}$ (the so-called coherent state centered at $(0, \xi)$, see also Exercise 1 of this chapter), one has (denoting by $*$ the usual convolution of functions)

$$
T u(x, \xi ; h)=(2 \pi h)^{-n / 2} u * \phi_{\xi}(x),
$$

and since $\mathcal{F}_{h} \phi_{\xi}(\eta)=(\pi h)^{-n / 4} e^{-(\eta-\xi)^{2} / 2 h}$, this operation is also equivalent to the multiplication of $\mathcal{F}_{h} u$ by a Gaussian function.

The main elementary properties of this transform are as follows:

## Proposition 3.1.1

(i) For all $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$, $e^{\xi^{2} / h} T u(x, \xi ; h)$ is a holomorphic function of $z=$ $x-i \xi$ on $\mathbf{C}^{n}$.
(ii) If $u \in L^{2}\left(\mathbf{R}^{n}\right)$, then $T u \in L^{2}\left(\mathbf{R}^{2 n}\right)$ and

$$
\|T u\|_{L^{2}\left(\mathbf{R}^{2 n}\right)}=\|u\|_{L^{2}\left(\mathbf{R}^{n}\right)}
$$

(that is, $T$ maps $L^{2}\left(\mathbf{R}^{n}\right)$ isometrically into $L^{2}\left(\mathbf{R}^{2 n}\right)$.
(iii) For all $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$,

$$
h D_{x} T u=\left(\xi+i h D_{\xi}\right) T u .
$$

## Proof

Assertion (i) is an immediate consequence of (3.1.2).
To prove (ii), it is enough to prove the equality for $u \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$. Then for all $M, N>0$ one has

$$
\begin{aligned}
& \|T u\|_{L^{2}\{|x| \leq M ;|\xi| \leq N\}}^{2} \\
& \quad=\frac{1}{2^{n}(\pi h)^{3 n / 2}} \int_{\substack{|x| \leq M \\
|\xi| \leq N}} e^{i\left(y^{\prime}-y\right) \xi / h-(x-y)^{2} / 2 h-\left(x-y^{\prime}\right)^{2} / 2 h} u(y) \overline{u\left(y^{\prime}\right)} d y d y^{\prime} d \xi d x .
\end{aligned}
$$

But, using, e.g., (2.4.5), we see that

$$
\frac{1}{(2 \pi h)^{n}} \int_{|\xi| \leq N} e^{i\left(y^{\prime}-y\right) \xi / h} d \xi \underset{N \rightarrow+\infty}{\longrightarrow} \delta\left(y^{\prime}-y\right) \text { in } \mathcal{D}^{\prime}\left(\mathbf{R}_{y, y^{\prime}}^{2 n}\right),
$$

and thus

$$
\|T u\|_{L^{2}\binom{|x| \leq M}{|\xi| \leq N}}^{2} \underset{N \rightarrow+\infty}{\longrightarrow}(\pi h)^{-n / 2} \int_{|x| \leq M} e^{-(x-y)^{2} / h}|u(y)|^{2} d y d x .
$$

Since we also have

$$
\int_{\mathbf{R}^{n}} e^{-(x-y)^{2} / h} d x=\int_{\mathbf{R}^{n}} e^{-x^{2} / h} d x=h^{n / 2} \int_{\mathbf{R}^{n}} e^{-x^{2}} d x=(\pi h)^{n / 2}
$$

we finally obtain, by the dominated convergence theorem,

$$
\|T u\|_{L^{2}\left(\mathbf{R}^{2 n}\right)}^{2}=\|u\|_{L^{2}\left(\mathbf{R}^{n}\right)}^{2},
$$

from which the result follows by the density of $C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ in $L^{2}\left(\mathbf{R}^{n}\right)$.
Assertion (iii) is obtained immediately by differentiation under the summation sign.

Remark 3.1.2 Still writing $z=x-i \xi$, one has

$$
\partial_{x}-i \partial_{\xi}=2 \frac{\partial}{\partial \bar{z}}
$$

so that actually (iii) can be seen as a consequence of (3.1.2) and (i).
Remark 3.1.3 As one can see in Exercise 2 at the end of this chapter, the image of $L^{2}\left(\mathbf{R}^{n}\right)$ by $T$ is given by

$$
\begin{equation*}
T\left(L^{2}\left(\mathbf{R}^{n}\right)\right)=L^{2}\left(\mathbf{R}^{2 n}\right) \cap e^{-\xi^{2} / 2 h} \mathcal{H}\left(\mathbf{C}_{x-i \xi}^{n}\right), \tag{3.1.3}
\end{equation*}
$$

where $\mathcal{H}\left(\mathbf{C}_{x-i \xi}^{n}\right)$ denotes the space of holomorphic functions with respect to $x-i \xi \in \mathbf{C}^{n}$.

An immediate consequence of (ii) is the following:
Corollary 3.1.4 For all $u \in L^{2}\left(\mathbf{R}^{n}\right)$, one has $u=T^{*} T u$.
Remark 3.1.5 Of course, this does not mean that $T: L^{2}\left(\mathbf{R}^{n}\right) \rightarrow L^{2}\left(\mathbf{R}^{2 n}\right)$ is invertible. Indeed, Remark 3.1.3 proves that it is not, and actually, one can show (see Exercise 2 of this chapter) that $T T^{*}$ is the orthogonal projector onto $L^{2}\left(\mathbf{R}^{2 n}\right) \cap e^{-\xi^{2} / 2 h} \mathcal{H}\left(\mathbf{C}_{x-i \xi}^{n}\right)$.

As another more general consequence of Proposition 3.1.1, we have the following:

Proposition 3.1.6 $T$ maps $\mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$ into $\mathcal{S}^{\prime}\left(\mathbf{R}^{2 n}\right)$ continuously, and has its image included in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2 n}\right) \cap C^{\infty}\left(\mathbf{R}^{2 n}\right)$. Moreover, for all $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$ one has

$$
u=T^{*} T u
$$

where for $v \in \mathcal{S}^{\prime}\left(\mathbf{R}^{2 n}\right) \cap C^{\infty}\left(\mathbf{R}^{2 n}\right)$ we have set

$$
T^{*} v(y)=\alpha_{n, h} \int e^{-i(x-y) \xi / h-(x-y)^{2} / 2 h} v(x, \xi) d x d \xi
$$

which has to be interpreted as an oscillatory integral with respect to the $\xi$ variables.

Remark 3.1.7 In fact, one can prove (see Exercise 2 of this chapter) that

$$
T\left(\mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)\right)=\mathcal{S}^{\prime}\left(\mathbf{R}^{2 n}\right) \cap e^{-\xi^{2} / 2 h} \mathcal{H}\left(\mathbf{C}_{x-i \xi}^{n}\right)
$$

Proof Since we already know that $T^{*} T=1$ on $L^{2}\left(\mathbf{R}^{n}\right) \supset \mathcal{S}\left(\mathbf{R}^{n}\right)$, it is enough by duality to see that $T: \mathcal{S}\left(\mathbf{R}^{n}\right) \rightarrow \mathcal{S}\left(\mathbf{R}^{2 n}\right)$ and $T^{*}: \mathcal{S}\left(\mathbf{R}^{2 n}\right) \rightarrow \mathcal{S}\left(\mathbf{R}^{n}\right)$ are continuous. Setting

$$
L=\frac{1}{1+\xi^{2}}\left(1-i \xi h D_{y}\right)
$$

we have for all $N \in \mathbf{N}$,

$$
T u(x, \xi)=\alpha_{n, h} \int e^{i(x-y) \xi / h}\left({ }^{t} L\right)^{N}\left(e^{-(x-y)^{2} / 2 h} u(y)\right) d y
$$

and therefore, since $\left({ }^{t} L\right)^{N}$ is of order $N$ in $D_{y}$ and has coefficients that are $\mathcal{O}\left(\langle\xi\rangle^{-N}\right)$, we get for all $\alpha, \beta \in \mathbf{N}^{n}$,
$\partial_{x}^{\alpha} \partial_{\xi}^{\beta} T u=\alpha_{n, h} \int e^{i(x-y) \xi / h-(x-y)^{2} / h} \mathcal{O}\left(\langle\xi\rangle^{|\alpha|-N}\langle x-y\rangle^{|\alpha|+|\beta|+N} \sum_{|\gamma| \leq N}\left|\partial^{\gamma} u(y)\right|\right) d y$.

Now, using that

$$
\left\{\begin{array}{l}
\langle x\rangle^{k}=\mathcal{O}\left(\langle y\rangle^{k}+\langle x-y\rangle^{k}\right), \\
\langle x-y\rangle^{k} e^{-(x-y)^{2} / 2 h}=\mathcal{O}(1),
\end{array}\right.
$$

for all $k \geq 0$, we get for any $k, k^{\prime} \in \mathbf{N}$,

$$
\begin{aligned}
& \langle x\rangle^{k}\langle\xi\rangle^{k^{\prime}} \partial_{x}^{\alpha} \partial_{\xi}^{\beta} T u \\
& \quad=\int \mathcal{O}(\underbrace{\langle\xi\rangle^{|\alpha|+k^{\prime}-N}}_{=\mathcal{O}(1) \text { if } N \gg 1} \underbrace{\langle x-y\rangle^{k+|\alpha|+|\beta|+N} e^{-(x-y)^{2} / 2 h}}_{\in L^{1}\left(\mathbf{R}_{y}^{n}\right)}\langle y\rangle^{k} \sum_{|\gamma| \leq N}\left|\partial^{\gamma} u(y)\right|) d y \\
& \quad=\mathcal{O}\left(\sum_{|\gamma| \leq N} \sup _{y \in \mathbf{R}^{n}}\langle y\rangle^{k}\left|\partial^{\gamma} u(y)\right|\right)
\end{aligned}
$$

uniformly with respect to $x$ and $\xi$, which proves that $T$ maps $\mathcal{S}\left(\mathbf{R}^{n}\right)$ into $\mathcal{S}\left(\mathbf{R}^{2 n}\right)$ continuously.

The same type of arguments (but actually in a simpler way and without integration by parts) also show that $T^{*}: \mathcal{S}\left(\mathbf{R}^{2 n}\right) \rightarrow \mathcal{S}\left(\mathbf{R}^{n}\right)$ is continuous, and this finishes the proof of Proposition 3.1.6.

From the previous result, we see that if we know $T u$ on $\mathbf{R}^{2 n}$, then we also know $u$. Moreover, since we have an explicit formula restoring $u$ from $T u$, we can also hope to derive properties of $u$ just by knowing some properties of $T u$. By definition, the local properties of $T u$ will be called microlocal properties of $u$.

For instance, the fact that $T u=\mathcal{O}\left(h^{\infty}\right)$ near some point $\left(x_{0}, \xi_{0}\right)$ will also be expressed by saying that $u$ is microlocally $\mathcal{O}\left(h^{\infty}\right)$ near $\left(x_{0}, \xi_{0}\right)$.

### 3.2 Microsupport

From now on, we are mainly interested in the exponential decay properties of $T u$ as $h$ tends to 0 . As we shall see, in some contexts (such as the semiclassical quantum mechanics) this will correspond to the exponential decay of $u$ itself, but in another context (see [Sj1] and Remark 3.2.10 below), these properties of $T u$ are related to the (microlocal) analytic singularities of $u$.

Definition 3.2.8 For $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$ (h-dependent) and $\left(x_{0}, \xi_{0}\right) \in \mathbf{R}^{2 n}$, we say that $u$ is microlocally exponentially small near $\left(x_{0}, \xi_{0}\right)$ if there exists some
$\delta>0$ such that

$$
T u(x, \xi ; h)=\mathcal{O}\left(e^{-\delta / h}\right)
$$

uniformly for $(x, \xi)$ in a neighborhood of $\left(x_{0}, \xi_{0}\right)$, and $h>0$ small enough. The complementary set of such points $\left(x_{0}, \xi_{0}\right)$ is called the microsupport of $u$, and is denoted $\mathrm{MS}(u) \subset \mathbf{R}^{2 n}$.

In other words, $\operatorname{MS}(u)$ is the subset of $\mathbf{R}^{2 n}$ consisting of the points near which $u$ is not microlocally exponentially small as $h \rightarrow 0$.

Remark 3.2.9 By definition, $\operatorname{MS}(u)$ is a closed subset of $\mathbf{R}^{2 n}$.
Remark 3.2.10 In the case where $u$ does not depend on $h, \operatorname{MS}(u)$ is closely related to the so-called analytic wave front set of $u$ (see $[\mathrm{Sj1} 1)$, which describes the microlocal analytic singularities of $u$. In fact, denoting by $\mathrm{WF}_{a}(u)$ this set, it is easy to prove that one then has (see Exercise 4 of Chapter 4)

$$
\operatorname{MS}(u)=\mathrm{WF}_{a}(u) \cup[\operatorname{Supp} u \times\{0\}] .
$$

Remark 3.2.11 In the definition, we have used the $L^{\infty}$-norm of $T u$ in a real neighborhood of $\left(x_{0}, \xi_{0}\right)$. In fact, using assertion (i) of Proposition 3.1.1, we see that $T u(x, \xi)$ can be extended to a holomorphic function on $\mathbf{C}^{2 n}$, and for all $x, \xi, t, \tau \in \mathbf{R}^{n}$, we have

$$
\begin{equation*}
T u(x+i t, \xi+i \tau)=e^{t^{2} / 2 h+\tau^{2} / 2 h-\xi(t+i \tau) / h} T u(x+\tau, \xi-t) . \tag{3.2.1}
\end{equation*}
$$

As a consequence, $|T u|$ will be exponentially small in a real neighborhood of $\left(x_{0}, \xi_{0}\right)$ if and only if it is so in a complex neighborhood of $\left(x_{0}, \xi_{0}\right)$, and by the Cauchy formulae, this is again equivalent to the fact that $\|T u\|_{L^{p}(\mathcal{V})}$ is exponentially small for some $p \geq 1$ and some complex neighborhood $\mathcal{V}$ of $\left(x_{0}, \xi_{0}\right)$. But still using (3.2.1), this is also equivalent to the fact that $\|T u\|_{L^{p}(\mathcal{W})}$ is exponentially small for some $p \geq 1$ and some real neighborhood $\mathcal{W}$ of $\left(x_{0}, \xi_{0}\right)$. Therefore, in Definition 3.2.8, one can equivalently replace the local $L^{\infty}$-norm of $T u$ by any local $L^{p}$-norm, $p \geq 1$.

As we shall see, in practice it is often more convenient to try to obtain $L^{2}$-type estimates on $T u$. Then the previous discussion shows that they will automatically give uniform estimates on $T u$ (and as well on all the derivatives of $T u$ ).

Moreover, in the applications it is also sometimes useful to try to localize more in the $x$-variables than in the $\xi$-ones, or vice versa. A possible way to do that is to slightly modify the definition of $T$ as follows: Fix $\mu>0$, and for $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$ set

$$
\begin{align*}
T_{\mu} u(x, \xi ; h) & =\mu^{\frac{n}{4}} 2^{-\frac{n}{2}}(\pi h)^{-\frac{3 n}{4}} \int e^{i(x-y) \xi / h-\mu(x-y)^{2} / 2 h} u(y) d y \\
& =\mu^{-\frac{n}{2}} T u\left(x, \frac{\xi}{\mu} ; \frac{h}{\mu}\right) . \tag{3.2.2}
\end{align*}
$$

Then $T_{1}=T,\left\|T_{\mu} u\right\|_{L^{2}}=\|u\|_{L^{2}}$, and when $\mu \rightarrow 0_{+}, \mu^{-n / 4} T_{\mu} u(x, \xi ; h)$ tends (e.g., in $\mathcal{S}^{\prime}\left(\mathbf{R}^{2 n}\right)$ ) to $(\pi h)^{-n / 4} e^{i x \xi / h} \mathcal{F}_{h} u(\xi)$, while when $\mu \rightarrow+\infty, \mu^{-3 n / 4} T_{\mu} u(x, \xi ; h)$ tends to $\alpha_{n, h} u(x)$. As a consequence, for $\mu$ small $T_{\mu} u$ localizes more in $\xi$ than in $x$, and the contrary holds for $\mu$ large.

Now the question is to know whether the previous definition of $\operatorname{MS}(u)$ is related to the special choice $\mu=1$ that we have made. The answer is no, as stated in the following result:
Proposition 3.2.12 Let $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$. Then for all $\mu, \mu^{\prime}>0$ and $\left(x_{0}, \xi_{0}\right) \in$ $\mathbf{R}^{2 n}$ one has that $T_{\mu} u$ is exponentially small near $\left(x_{0}, \xi_{0}\right)$ (as $h \rightarrow 0_{+}$) if and only if the same is true for $T_{\mu^{\prime}} u$.

Proof We are going to show that $T_{\mu} u$ is exponentially small if and only if the same is true for $T_{1} u$. Assume first that for some $\delta>0, T_{1} u=\mathcal{O}\left(e^{-\delta / h}\right)$ in a neighborhood $\mathcal{V}_{0}$ of $\left(x_{0}, \xi_{0}\right)$. We know that $u=T_{1}^{*} T_{1} u$, and thus

$$
\begin{aligned}
T_{\mu} u(x, \xi) & =\left(T_{\mu} T_{1}^{*}\right) T_{1} u(x, \xi) \\
& =\mu^{\frac{n}{4}} \alpha_{n, h}^{2} \int e^{\left(2 i(x-y) \xi-\mu(x-y)^{2}-2 i(z-y) \zeta-(z-y)^{2}\right) / 2 h} T_{1} u(z, \zeta) d z d \zeta d y \\
& =\mu^{\frac{n}{4}} \alpha_{n, h}^{2} \int e^{\left(2 i y(\zeta-\xi)+2 i(x \xi-z \zeta)-\mu(x-y)^{2}-(z-y)^{2}\right) / 2 h} T_{1} u(z, \zeta) d z d \zeta d y
\end{aligned}
$$

Now,

$$
\begin{aligned}
\mu(x-y)^{2}+(z-y)^{2} & =\mu x^{2}+z^{2}+(1+\mu) y^{2}-2 y(\mu x+z) \\
& =(1+\mu)\left(y-\frac{\mu x+z}{1+\mu}\right)^{2}+\frac{\mu}{1+\mu}(x-z)^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\int e^{i y(\zeta-\xi) / h-(1+\mu)\left(y+\frac{\mu x+z}{1+\mu}\right)^{2} / 2 h} d y & =e^{-i \frac{\mu x+z}{1+\mu}(\zeta-\xi) / h} \int e^{i y(\zeta-\xi) / h-(1+\mu) y^{2} / 2 h} d y \\
& =\left(\frac{2 \pi h}{1+\mu}\right)^{\frac{n}{2}} e^{-i \frac{\mu x+z}{1+\mu}(\zeta-\xi) / h} e^{-(\xi-\zeta)^{2} / 2(1+\mu) h}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& T_{\mu} u(x, \xi)=\left(\frac{2 \pi h \sqrt{\mu}}{1+\mu}\right)^{\frac{n}{2}} \alpha_{n, h}^{2} \int e^{i(x \xi-z \zeta) / h-i \frac{\mu x+z}{1+\mu}(\zeta-\xi) / h} \\
& \times e^{-\frac{\mu}{1+\mu}(x-z)^{2} / 2 h-\frac{1}{(1+\mu)}(\xi-\zeta)^{2} / 2 h} T_{1} u(z, \zeta) d z d \zeta
\end{aligned}
$$

and taking $\chi \in C_{0}^{\infty}\left(\mathcal{V}_{0}\right)$ such that $\chi=1$ near $\left(x_{0}, \xi_{0}\right)$, we can write

$$
T_{\mu} u(x, \xi)=A(x, \xi)+B(x, \xi)
$$

with

$$
\begin{aligned}
A(x, \xi)= & \left(\frac{2 \pi h \sqrt{\mu}}{1+\mu}\right)^{\frac{n}{2}} \alpha_{n, h}^{2} \int \chi(z, \zeta) e^{i(x \xi-z \zeta) / h-i \frac{\mu x+z}{1+\mu}(\zeta-\xi) / h} \\
& \times e^{-\frac{\mu}{1+\mu}(x-z)^{2} / 2 h-\frac{1}{(1+\mu)}(\xi-\zeta)^{2} / 2 h} T_{1} u(z, \zeta) d z d \zeta \\
= & \mathcal{O}\left(e^{-\delta / h}\right)
\end{aligned}
$$

where the last equality comes from the assumption we have made on $T_{1} u$, and the fact that

$$
h^{\frac{n}{2}} \alpha_{n, h}^{2} \int e^{-\frac{\mu}{1+\mu}(x-z)^{2} / 2 h-\frac{1}{(1+\mu)}(\xi-\zeta)^{2} / 2 h} d z d \zeta=\mathcal{O}(1)
$$

uniformly with respect to $h$. Moreover, if $(z, \zeta) \in \operatorname{Supp}(1-\chi)$, then $\left(x_{0}-z\right)^{2}+$ $\left(\xi_{0}-\zeta\right)^{2} \geq \frac{1}{C}$ for some positive constant $C$, and therefore $(x-z)^{2}+(\xi-\zeta)^{2} \geq$ $\frac{1}{2 C}$ if $(x, \xi)$ is sufficiently close to $\left(x_{0}, \xi_{0}\right)$. As a consequence, we see that

$$
B(x, \xi)=\mathcal{O}\left(e^{-\delta^{\prime} / h}\right)
$$

with, e.g., $\delta^{\prime}=\frac{\min (\mu, 1)}{5(1+\mu) C}>0$. Therefore, we get that $T_{\mu} u(x, \xi)$ is exponentially small near $\left(x_{0}, \xi_{0}\right)$.

Conversely, the result follows in the same way by writing $T_{1} u=\left(T_{1} T_{\mu}^{*}\right) T_{\mu} u$.

Remark 3.2.13 Actually, the previous proof also shows that if $T_{1} u$ satisfies an estimate of the type

$$
\left\|T_{1} u(x, \xi ; h)\right\|_{L^{2}(\mathcal{V})} \leq r(h)
$$

where $\mathcal{V}$ is a neighborhood of $\left(x_{0}, \xi_{0}\right)$, then there exists $\delta>0$ such that

$$
\left\|T_{\mu} u(x, \xi ; h)\right\|_{L^{2}\left(\mathcal{V}^{\prime}\right)} \leq \frac{2^{\frac{n}{2}}(1+\mu)^{\frac{n}{2}}}{\mu^{\frac{n}{4}}} r(h)+e^{-\delta / h}
$$

uniformly for $h$ small enough, where $\mathcal{V}^{\prime}$ is a (possibly smaller) neighborhood of $\left(x_{0}, \xi_{0}\right)$. As a consequence, we have a similar invariance for the analogues of $\operatorname{MS}(u)$ that are obtained by replacing the decay $\mathcal{O}\left(e^{-\delta / h}\right)$ for the local $L^{2}$-norm of $T_{1} u$ by $\mathcal{O}\left(h^{\infty}\right), \mathcal{O}\left(h^{s}\right)$ or $\mathcal{O}\left(e^{-\delta / h^{1 / \alpha}}\right)(s \in \mathbf{R}$ and $\alpha \geq 1$ fixed $)$. These sets are respectively denoted by $\mathrm{FS}(u)$ (the frequency set of $u$ : see also Section 2.9 and Exercise 3 at the end of this chapter), $\mathrm{FS}^{(s)}(u)$, and $\mathrm{MS}_{\alpha}(u)$. When $u$ does not depend on $h$, they are associated with the microlocal $C^{\infty}$ (respectively $H^{s}$ and $G_{\alpha}$ ) singularities of $u$, where $H^{s}$ is the usual Sobolev space of order $s$, and $G_{\alpha}$ is the Gevrey space of order $\alpha$.

Of course, other notions of microsupports or frequency sets can be considered, by modifying the choice of the local decay of $T_{1} u$ as $h \rightarrow 0_{+}$. To obtain an invariant definition, however, it is necessary for this decay to be at most exponential.

Remark 3.2.14 The notion of $\operatorname{MS}(u)$ is local, in the sense that if $u$ and $v$ are two tempered distributions that coincide on some open set $\Omega \subset \mathbf{R}^{n}$, then $\operatorname{MS}(u) \cap\left(\Omega \times \mathbf{R}^{n}\right)=\operatorname{MS}(v) \cap\left(\Omega \times \mathbf{R}^{n}\right)$. This is an easy consequence of the presence of the Gaussian localization factor $e^{-(x-y)^{2} / 2 h}$ in the definition of $T$.

### 3.3 Action of the FBI Transform on $\Psi$ DOs

As we shall see in this section, a very pleasant property of the global FBI transform is that it transforms in a very explicit way the pseudodifferential operators (for short, $\Psi D O s$ ) on $\mathbf{R}^{n}$ into pseudodifferential operators on $\mathbf{R}^{2 n}$. This will be very useful for getting information on the solutions of partial differential equations (in particular, on their microsupport), since the combination of the following result with that of Section 3.5 will permit us to relate their properties to the geometric ones of the symbol of the equation.

For any symbol $p \in S_{2 n}(1)$ as defined in Chapter 2 , we have the following result:

Proposition 3.3.15 For any $t \in[0,1]$, one has

$$
T \circ \mathrm{Op}_{h}^{t}(p)=\mathrm{Op}_{h}^{t}(\widetilde{p}) \circ T,
$$

where $\widetilde{p} \in S_{4 n}(1)$ is defined by

$$
\widetilde{p}\left(x, \xi, x^{*}, \xi^{*}\right)=p\left(x-\xi^{*}, x^{*}\right)
$$

Here $x^{*}$ and $\xi^{*}$ denote the dual variables of $x$ and $\xi$, respectively, so that $\mathrm{Op}\left(x^{*}\right)=h D_{x}$ and $\operatorname{Op}\left(\xi^{*}\right)=h D_{\xi}$.
Remark 3.3.16 As one can notice, this formula is exact (that is, without any smaller remainder term), and the symbol $\widetilde{p}$ that is obtained does not depend on the choice of the quantization (i.e., on $t$ ).
Proof For $u \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, we have

$$
\begin{align*}
& \operatorname{Op}_{t}\left(p\left(x-\xi^{*}, x^{*}\right)\right) T u(x, \xi)  \tag{3.3.1}\\
& \quad=\frac{\alpha_{n, h}}{(2 \pi h)^{2 n}} \int_{\mathbf{R}^{5 n}} e^{i \Phi / h} p\left((1-t) x+t x^{\prime}-\xi^{*}, x^{*}\right) u(y) d y d x^{\prime} d \xi^{\prime} d x^{*} d \xi^{*}
\end{align*}
$$

with

$$
\Phi=\left(x-x^{\prime}\right) x^{*}+\left(\xi-\xi^{\prime}\right) \xi^{*}+\left(x^{\prime}-y\right) \xi^{\prime}+i\left(x^{\prime}-y\right)^{2} / 2
$$

Then integrating first with respect to $\xi^{\prime}$ and using the fact that

$$
\int e^{i\left(x^{\prime}-y-\xi^{*}\right) \xi^{\prime} / h} d \xi^{\prime}=(2 \pi h)^{n} \delta_{\xi^{*}=\left(x^{\prime}-y\right)}
$$

we get from (3.3.1),

$$
\begin{align*}
\operatorname{Op}_{t}(p(x & \left.\left.-\xi^{*}, x^{*}\right)\right) T u(x, \xi)  \tag{3.3.2}\\
& =\frac{\alpha_{n, h}}{(2 \pi h)^{n}} \int e^{i \Phi_{1} / h} p\left((1-t)\left(x-x^{\prime}\right)+y, x^{*}\right) u(y) d y d x^{\prime} d x^{*}
\end{align*}
$$

with

$$
\Phi_{1}=\left(x^{\prime}-y\right) \xi+\left(x-x^{\prime}\right) x^{*}+i\left(x^{\prime}-y\right)^{2} / 2 .
$$

Finally, making the change of variables $x^{\prime} \mapsto z=x-x^{\prime}+y$ in (3.3.2), we obtain

$$
\operatorname{Op}_{t}\left(p\left(x-\xi^{*}, x^{*}\right)\right) T u(x, \xi)=\frac{\alpha_{n, h}}{(2 \pi h)^{n}} \int e^{i \Phi_{2} / h} p\left((1-t) z+t y, x^{*}\right) u(y) d y d z d x^{*}
$$

with

$$
\Phi_{2}=(x-z) \xi+i(x-z)^{2} / 2+(z-y) x^{*}
$$

and therefore

$$
\mathrm{Op}_{t}\left(p\left(x-\xi^{*}, x^{*}\right)\right) T u(x, \xi)=T\left(\mathrm{Op}_{h}^{t}(p) u\right)(x, \xi)
$$

### 3.4 Action of the FBI Transform on FIOs

In Remark 2.5.2 we already have had a taste of Fourier integral operators (for short, FIOs). In this paragraph we consider a special kind of FIOs, namely those associated with linear canonical transformations in a sense that will become clear only in Chapter 5 (see in particular Exercise 1 of Chapter 5): Here we must stress the fact that this section does not contain results used in the sequel, and it can therefore be skipped at a first reading. However, it is interesting to note that the considerations of this section always lead to completely explicit and exact formulae (such FIOs are also related to the socalled exact Egorov theorem, an example of which is given in Exercise 10 of Chapter 4). Moreover, these results can be useful in some problems requiring local canonical changes of variables. For similar considerations one may also consult [Fo].

In order to describe the action of the FBI transform on FIOs, we need to generalize again the class of FBI transforms we work with. If $A=A_{1}+i A_{2}$ is a symmetric $n \times n$ matrix such that $A_{1}=(A+\bar{A}) / 2$ is positive definite, we set, for $x \in \mathbf{R}^{n}$,

$$
q_{A}(x)=\langle A x, x\rangle,
$$

and we set, for $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$,

$$
\begin{equation*}
T_{A} u(x, \xi ; h)=\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}} \alpha_{n, h} \int e^{i(x-y) \xi / h-q_{A}(x-y) / 2 h} u(y) d y \tag{3.4.1}
\end{equation*}
$$

Then we see that

$$
T_{A} u(x, \xi ; h)=e^{i\left\langle A_{2} x, x\right\rangle / 2 h} T_{A_{1}}\left(e^{-i\left\langle A_{2} y, y\right\rangle / 2 h} u\right)\left(x, \xi-A_{2} x\right)
$$

and

$$
T_{A_{1}} u(x, \xi ; h)=\left(\operatorname{det} A_{1}\right)^{-\frac{1}{4}} T\left(u \circ A_{1}^{-\frac{1}{2}}\right)\left(A_{1}^{\frac{1}{2}} x, A_{1}^{-\frac{1}{2}} \xi ; h\right)
$$

(where $T=T_{I}$ is the usual FBI transform defined previously). As a consequence $T_{A}$ is an isometry from $L^{2}\left(\mathbf{R}^{n}\right)$ to $L^{2}\left(\mathbf{R}^{2 n}\right)$, too.

At first, we consider the three following types of (unitary) Fourier integral operators (next, we shall anyway limit our study to FIOs with real quadratic phase):

## Type 1:

$$
J_{B}: u \mapsto|\operatorname{det} B|^{\frac{1}{2}}(u \circ B),
$$

where $B$ is an invertible $n \times n$ matrix.

## Type 2:

$$
K_{C}: u \mapsto K_{C} u(x)=e^{-i\langle C x, x\rangle / 2 h} u(x),
$$

where $C$ is a real symmetric $n \times n$ matrix.

## Type 3:

$$
L_{j}: u \mapsto L_{j} u\left(x_{1}, \ldots, x_{j-1}, \xi_{j}, x_{j+1}, \ldots, x_{n}\right)=\frac{1}{\sqrt{2 \pi h}} \int e^{-i x_{j} \xi_{j} / h} u(x) d x_{j}
$$

where $j \in\{1, \ldots, n\}$.
With these operators we associate respectively the three following transformations on $\mathbf{R}^{2 n}$ :

Type 1:

$$
j_{B}:(x, \xi) \mapsto\left(B x,{ }^{t} B^{-1} \xi\right) ;
$$

Type 2:

$$
k_{C}:(x, \xi) \mapsto(x, \xi+C x)
$$

## Type 3:

$\ell_{j}:(x, \xi) \mapsto\left(\left(x_{1}, \ldots, x_{j-1},-\xi_{j}, x_{j+1}, \ldots, x_{n}\right),\left(\xi_{1}, \ldots, \xi_{j-1}, x_{j}, \xi_{j+1}, \ldots, \xi_{n}\right)\right)$.
As is easy to verify, these transformations have the property of leaving unchanged the so-called canonical 2-form (or canonical symplectic form) $\sigma$ on $\mathbf{R}^{2 n}$, defined by

$$
\sigma((x, \xi),(y, \eta))=\xi y-x \eta
$$

in the sense that if $\kappa$ denotes any one of them, it satisfies

$$
\begin{equation*}
\sigma(\kappa(X), \kappa(Y))=\sigma(X, Y) \tag{3.4.2}
\end{equation*}
$$

for all $X, Y \in \mathbf{R}^{2 n}$. For this reason, such transformations are called canonical or symplectic transformations (see also Chapter 5 for more general considerations about this type of transformations). Moreover, it can be shown that the group of all the linear symplectic transformations on $\mathbf{R}^{2 n}$ (i.e. satisfying (3.4.2)) is generated by those belonging to the three previous types; that is, any linear symplectic transformation on $\mathbf{R}^{2 n}$ can be written as the composition of a finite number of $j_{B}$ 's, $k_{C}$ 's, and $\ell_{j}$ 's (see, e.g., [Fo], Proposition (4.10)).

If $\kappa$ is any linear canonical transformation on $\mathbf{R}^{2 n}$, we define for $(x, \xi) \in$ $\mathbf{R}^{2 n}$,

$$
\begin{equation*}
\theta_{\kappa}(x, \xi):=\left.\frac{1}{2}(x \xi-y \eta)\right|_{(y, \eta)=\kappa(x, \xi)} \tag{3.4.3}
\end{equation*}
$$

and we notice that if $\kappa_{1}$ and $\kappa_{2}$ are two such transformations, then

$$
\theta_{\kappa_{1} \circ \kappa_{2}}(x, \xi)=\left.\frac{1}{2}(x \xi-y \eta)\right|_{(y, \eta)=\kappa_{2}(x, \xi)}+\left.\frac{1}{2}(y \eta-z \zeta)\right|_{\substack{(y, \eta)=\kappa_{2}(x, \xi) \\(z, \zeta)=\kappa_{1}(y, \eta)}}
$$

and therefore

$$
\begin{equation*}
\theta_{\kappa_{1} \circ \kappa_{2}}=\theta_{\kappa_{2}}+\theta_{\kappa_{1}} \circ \kappa_{2} . \tag{3.4.4}
\end{equation*}
$$

In the three particular cases above, we get

$$
\begin{equation*}
\theta_{j_{B}}=0 ; \quad \theta_{k_{C}}(x, \xi)=-\frac{1}{2}\langle C x, x\rangle ; \quad \theta_{\ell_{j}}(x, \xi)=x_{j} \xi_{j} . \tag{3.4.5}
\end{equation*}
$$

As we shall see, these functions will appear as phase shifts when we make $T_{A}$ act on $J_{B}, K_{C}$, or $L_{j}$, respectively. Writing $A=\left(a_{j, k}\right)_{1 \leq j, k \leq n}$ we also define

$$
\begin{aligned}
\mathcal{M}_{j_{B}}(A) & ={ }^{t} B^{-1} A B^{-1}, \\
\mathcal{M}_{k_{C}}(A) & =A+i C, \\
\mathcal{M}_{\ell_{j}}(A) & =\widetilde{A}_{j}-\frac{1}{a_{j, j}}\left(a_{j, k} a_{j, l}\left(1-\delta_{j, k}\right)\left(1-\delta_{j, l}\right)\right)_{1 \leq k, l \leq n},
\end{aligned}
$$

where $\delta_{j, k}$ is the usual Kronecker symbol and $\widetilde{A}_{j}$ is obtained from $A$ by substituting

$$
R_{j}=\frac{1}{a_{j, j}}\left(-i a_{j, 1}, \ldots,-i a_{j, j-1}, 1,-i a_{j, j+1}, \ldots,-i a_{j, n}\right)
$$

into its $j$ th row, and ${ }^{t} R_{j}$ into its $j$ th column.
In fact, there is a more systematic way to define $\mathcal{M}_{\kappa}(A)$ (which can be extended for any linear canonical transformation $\kappa$ ), as can be seen from the following result:

Lemma 3.4.17 For $\kappa \in\left\{j_{B}, k_{C}, \ell_{j}\right\}$, one has

$$
\begin{equation*}
\kappa\left(\left\{(x, i \bar{A} x) ; x \in \mathbf{C}^{n}\right\}\right)=\left\{\left(y, i \overline{\mathcal{M}_{\kappa}(A)} y\right) ; y \in \mathbf{C}^{n}\right\} . \tag{3.4.6}
\end{equation*}
$$

More generally, for any linear canonical transformation $\kappa$ on $\mathbf{R}^{2 n}$, there exists a unique symmetric matrix $\mathcal{M}_{\kappa}(A)$ such that $\operatorname{Re} \mathcal{M}_{\kappa}(A)$ is positive definite and (3.4.6) is valid.

Proof If $\kappa \in\left\{j_{B}, k_{C}, \ell_{j}\right\}$, the identity (3.4.6) can be verified by a straightforward computation, and is left as an exercise to the reader. Now let us consider the case where $\kappa$ is a general linear canonical transformation on $\mathbf{R}^{2 n}$. For $X=(x, i \bar{A} x)$ with $x \in \mathbf{C}^{n}$, we have (extending $\sigma$ on $\mathbf{C}^{2 n} \times \mathbf{C}^{2 n}$ by $\mathbf{C}$-linearity)

$$
\sigma(X, \bar{X})=i A x \cdot \bar{x}+i x \cdot \bar{A} \bar{x}
$$

and therefore, since $A$ is symmetric and $\operatorname{Re} A$ is positive definite,

$$
\begin{equation*}
\frac{1}{2 i} \sigma(X, \bar{X})=(\operatorname{Re} A) x \cdot \bar{x} \geq \frac{1}{C_{0}}|x|^{2} \tag{3.4.7}
\end{equation*}
$$

for some positive constant $C_{0}$. Now, extending $\kappa$ to $\mathbf{C}^{2 n}$ by C-linearity, we also have

$$
\begin{equation*}
\sigma(\kappa(X), \overline{\kappa(X)})=\sigma(\kappa(X), \kappa(\bar{X}))=\sigma(X, \bar{X}) \tag{3.4.8}
\end{equation*}
$$

where the last equality comes from the fact that $\kappa$ is canonical. On the other hand, writing

$$
(y, \eta)=\kappa(X)
$$

one has

$$
\begin{equation*}
\sigma(\kappa(X), \overline{\kappa(X)})=\eta \cdot \bar{y}-y \cdot \bar{\eta}=2 i \operatorname{Im}(\eta \cdot \bar{y}) \tag{3.4.9}
\end{equation*}
$$

In particular, we deduce from (3.4.7)-(3.4.9) that for any $x \in \mathbf{C}^{n}$, if $(y, \eta)=$ $\kappa(x, i \bar{A} x)$, then

$$
\begin{equation*}
|x|^{2} \leq C_{0} \operatorname{Im}(\eta \cdot \bar{y}) . \tag{3.4.10}
\end{equation*}
$$

As a consequence, setting $y=0$ in (3.4.10) we deduce from it that

$$
\kappa\left(\left\{(x, i \bar{A} x) ; x \in \mathbf{C}^{n}\right\}\right) \cap\{0\} \times \mathbf{C}^{n}=\{(0,0)\}
$$

This means that the subspace $\kappa\left(\left\{(x, i \bar{A} x) ; x \in \mathbf{C}^{n}\right\}\right)$ of $\mathbf{C}^{2 n}$ is transversal to $\{y=0\}$, and thus there exists a (unique) matrix $\mathcal{M}_{\kappa}(A)$ such that

$$
\kappa\left(\left\{(x, i \bar{A} x) ; x \in \mathbf{C}^{n}\right\}\right)=\left\{\left(y, i \overline{\mathcal{M}_{\kappa}(A)} y\right) ; y \in \mathbf{C}^{n}\right\} .
$$

It remains to show that $\mathcal{M}_{\kappa}(A)$ is symmetric and has a positive definite real part. The fact that it is symmetric is just a consequence of the identity

$$
\sigma\left(\kappa(x, i \bar{A} x), \kappa\left(x^{\prime}, i \bar{A} x^{\prime}\right)\right)=\sigma\left((x, i \bar{A} x),\left(x^{\prime}, i \bar{A} x^{\prime}\right)\right)=i \bar{A} x \cdot x^{\prime}-x . i \bar{A} x^{\prime}=0
$$

for any $x, x^{\prime} \in \mathbf{C}^{n}$, which gives

$$
0=\sigma\left(\left(y, i \overline{\mathcal{M}_{\kappa}(A)} y\right),\left(y^{\prime}, i \overline{\mathcal{M}_{\kappa}(A)} y^{\prime}\right)\right)=i \overline{\mathcal{M}_{\kappa}(A)} y \cdot y^{\prime}-y \cdot i \overline{\mathcal{M}_{\kappa}(A)} y^{\prime}
$$

for any $y, y^{\prime} \in \mathbf{C}^{n}$. (More generally, a subspace $\Lambda \subset \mathbf{C}^{2 n}$ is said to be isotropic if the application $\Lambda^{2} \ni(X, Y) \mapsto \sigma(X, Y)$ vanishes identically, and it is clear that such a property is conserved by canonical transformations; if, moreover, $\operatorname{dim} \Lambda=n$, then $\Lambda$ is said to be Lagrangian, and this is again conserved by canonical transformations.)

Finally, using (3.4.10), we get that for any $y \in \mathbf{R}^{n} \backslash\{0\}$, one has

$$
\operatorname{Im}\left(i \overline{\mathcal{M}_{\kappa}(A)} y \cdot y\right)>0
$$

that is,

$$
\operatorname{Re} \mathcal{M}_{\kappa}(A) y \cdot y>0
$$

which means that $\operatorname{Re} \mathcal{M}_{\kappa}(A)$ is positive definite.
Remark 3.4.18 If $\kappa_{1}$ and $\kappa_{2}$ are two linear canonical transformations on $\mathbf{R}^{2 n}$, Lemma 3.4.17 (applied to $\mathcal{M}_{\kappa_{2}}(A)$ instead of $A$ ) permits us to define the matrix $\mathcal{M}_{\kappa_{1}}\left(\mathcal{M}_{\kappa_{2}}(A)\right)$. Then by construction one also has

$$
\begin{equation*}
\mathcal{M}_{\kappa_{1}}\left(\mathcal{M}_{\kappa_{2}}(A)\right)=\mathcal{M}_{\kappa_{1} \circ \kappa_{2}}(A) . \tag{3.4.11}
\end{equation*}
$$

Now we prove the following result:
Proposition 3.4.19 If $\kappa$ denotes any one of the previous transformations $j_{B}$, $k_{C}$, or $\ell_{j}$, denote by $\mathcal{J}_{\kappa}$ the corresponding operator $J_{B}, K_{C}$, or $L_{j}$, respectively. Then for all $u \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ one has

$$
T_{A} \mathcal{J}_{\kappa} u=\beta e^{i \theta_{\kappa} / h}\left(T_{\mathcal{M}_{\kappa}(A)} u\right) \circ \kappa,
$$

where $\beta=1$ if $\kappa \in\left\{j_{B}, k_{C}\right\}$, and $\beta=\sqrt{\frac{\left|a_{j, j}\right|}{a_{j, j}}}$ if $\kappa=\ell_{j}$ (here the determination of the square root on $\mathbf{R}_{+}^{*}+i \mathbf{R}$ is the one that assigns positive numbers to positive numbers).

Proof Let us start with the first type. By the change of variables $y \mapsto z=B y$, we have

$$
\begin{aligned}
T_{A} J_{B} u & (x, \xi) \\
& =\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}}|\operatorname{det} B|^{\frac{1}{2}} \int e^{i(x-y) \xi / h-q_{A}(x-y) / 2 h} u(B y) d y \\
& =\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}}|\operatorname{det} B|^{-\frac{1}{2}} \int e^{i\left(x-B^{-1} z\right) \xi / h-q_{A}\left(x-B^{-1} z\right) / 2 h} u(z) d z \\
& =\alpha_{n, h}\left(\operatorname{det}^{t} B^{-1} A_{1} B^{-1}\right)^{\frac{1}{4}} \int e^{i(B x-z)^{t} B^{-1} \xi / h-q_{t_{B^{-1}} A B^{-1}}(B x-z) / 2 h} u(z) d z \\
& =T_{t_{B^{-1} A B^{-1}} u\left(B x,{ }^{t} B^{-1} \xi\right) .}
\end{aligned}
$$

For the second type, we use the fact that

$$
q_{A}(x-y)+i\langle C y, y\rangle=q_{A+i C}(x-y)-i\langle C x, x\rangle+2 i\langle C x, y\rangle,
$$

which gives

$$
\begin{array}{rl}
T_{A} K_{C} & u(x, \xi) \\
& =\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}} \int e^{i(x-y) \xi / h+i\langle C x, x\rangle / 2 h-i\langle C x, y\rangle / h-q_{A+i C}(x-y) / 2 h} u(y) d y \\
& =\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}} e^{-i\langle C x, x\rangle / 2 h} \int e^{i(x-y)(\xi+C x) / h-q_{A+i C}(x-y) / 2 h} u(y) d y \\
& =e^{-i\langle C x, x\rangle / 2 h} T_{A+i C} u(x, \xi+C x) .
\end{array}
$$

For the third type, by a permutation of the variables (and an application of the result for the first type), we can assume that $j=1$. Then denoting $y^{\prime}=\left(y_{2}, \ldots, y_{n}\right) \in \mathbf{R}^{n-1}$ for $y=\left(y_{1}, y_{2}, \ldots, y_{n}\right) \in \mathbf{R}^{n}$, we have

$$
\begin{aligned}
T_{A} & L_{1} u(x, \xi) \\
& =\frac{\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}}}{\sqrt{2 \pi h}} \int e^{i(x-y) \xi / h-q_{A}(x-y) / 2 h-i y_{1} z_{1} / h} u\left(z_{1}, y^{\prime}\right) d z_{1} d y \\
& =\frac{\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}}}{\sqrt{2 \pi h}} \int e^{\left[i\left(x_{1}-y_{1}\right)\left(\xi_{1}+z_{1}\right)-q_{A}(x-y) / 2-i x_{1} z_{1}+i\left(x^{\prime}-y^{\prime}\right) \xi^{\prime}\right] / h} u\left(z_{1}, y^{\prime}\right) d z_{1} d y \\
& =\frac{\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}}}{\sqrt{2 \pi h}} \int e^{i y_{1}\left(\xi_{1}+z_{1}\right) / h-q_{A}(y) / 2 h-i x_{1} z_{1} / h+i y^{\prime} \xi^{\prime} / h} u\left(z_{1}, x^{\prime}-y^{\prime}\right) d z_{1} d y
\end{aligned}
$$

where the last equality comes from the change of variables: $y \mapsto x-y$. Now, $q_{A}(y)=a_{1,1} y_{1}^{2}+2 \sum_{j \geq 2} a_{1, j} y_{1} y_{j}+\sum_{j, k \geq 2} a_{j, k} y_{j} y_{k}$ and since $\operatorname{Re} a_{1,1}>0$, we have

$$
\int e^{i y_{1}\left(\xi_{1}+z_{1}\right) / h-a_{1,1} y_{1}^{2} / 2 h-\sum_{j \geq 2} a_{1, j} y_{1} y_{j} / h} d y_{1}=\sqrt{\frac{2 \pi h}{a_{1,1}}} e^{-\left(\xi_{1}+z_{1}+i \sum_{j \geq 2} a_{1, j} y_{j}\right)^{2} / 2 a_{1,1} h} .
$$

Therefore,

$$
\begin{align*}
& T_{A} L_{1} u(x, \xi) \\
& =\frac{\alpha_{n, h}\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}}}{\sqrt{a_{1,1}}} \int e^{\left[-\left(\xi_{1}+z_{1}+i \sum_{j \geq 2} a_{1, j} y_{j}\right)^{2} / a_{1,1}-\sum_{j, k \geq 2} a_{j, k} y_{j} y_{k}-2 i x_{1} z_{1}+2 i y^{\prime} \xi^{\prime}\right] / 2 h} \\
& \quad \times u\left(z_{1}, x^{\prime}-y^{\prime}\right) d z_{1} d y^{\prime} . \tag{3.4.12}
\end{align*}
$$

On the other hand, by the same change of variables we have

$$
\begin{align*}
& e^{i x_{1} \xi_{1} / h} T_{\mathcal{M}_{\ell_{1}}(A)} u\left(-\xi_{1}, x^{\prime} ; x_{1}, \xi^{\prime}\right) \\
& =\alpha_{n, h}\left(\operatorname{det} \operatorname{Re} \mathcal{M}_{\ell_{1}}(A)\right)^{\frac{1}{4}} \int e^{-i x_{1} z_{1} / h+i y^{\prime} \xi^{\prime} / h-q_{\mathcal{M}_{\ell_{1}}(A)}\left(-\xi_{1}-z_{1}, y^{\prime}\right) / 2 h} \\
& \quad \times u\left(z_{1}, x^{\prime}-y^{\prime}\right) d z_{1} d y^{\prime} \tag{3.4.13}
\end{align*}
$$

and using the definition of $\mathcal{M}_{\ell_{1}}(A)$, we see that

$$
\begin{align*}
q_{\mathcal{M}_{\ell_{1}}(A)} & \left(-\xi_{1}-z_{1}, y^{\prime}\right) \\
& =\frac{1}{a_{1,1}}\left(\xi_{1}+z_{1}\right)^{2}+2 i \sum_{j \geq 2} \frac{a_{1, j}}{a_{1,1}}\left(\xi_{1}+z_{1}\right) y_{j}+\sum_{j, k \geq 2}\left(a_{j, k}-\frac{a_{1, j} a_{1, k}}{a_{1,1}}\right) y_{j} y_{k} \\
& =\left(\xi_{1}+z_{1}+i \sum_{j \geq 2} a_{1, j} y_{j}\right)^{2} / a_{1,1}+\sum_{j, k \geq 2} a_{j, k} y_{j} y_{k} . \tag{3.4.14}
\end{align*}
$$

We deduce from (3.4.12)-(3.4.14) that there exists a complex constant $\gamma$ such that

$$
\begin{equation*}
T_{A} L_{1} u(x, \xi)=\gamma e^{i x_{1} \xi_{1} / h} T_{\mathcal{M}_{\ell_{1}}(A)} u\left(-\xi_{1}, x^{\prime} ; x_{1}, \xi^{\prime}\right) . \tag{3.4.15}
\end{equation*}
$$

Moreover, since both $T_{A} \circ L_{1}$ and $T_{\mathcal{M}_{\ell_{1}}(A)}$ are isometries from $L^{2}\left(\mathbf{R}^{n}\right)$ to $L^{2}\left(\mathbf{R}^{2 n}\right)$, we have necessarily

$$
\begin{equation*}
|\gamma|=1, \tag{3.4.16}
\end{equation*}
$$

and applying (3.4.15) to $u=\delta$ (the Dirac measure at 0 ) and $(x, \xi)=(0,0)$, we get in particular (using also (3.4.12))

$$
\begin{equation*}
\frac{\left(\operatorname{det} A_{1}\right)^{\frac{1}{4}}}{\sqrt{a_{1,1}}}=\gamma\left(\operatorname{det} \operatorname{Re} \mathcal{M}_{\ell_{1}}(A)\right)^{\frac{1}{4}} \tag{3.4.17}
\end{equation*}
$$

As a consequence, $\left(\gamma \sqrt{a_{1,1}}\right) \in \mathbf{R}_{+}^{*}$, and thus by (3.4.16),

$$
\begin{equation*}
\gamma=\sqrt{\frac{\left|a_{1,1}\right|}{a_{1,1}}} \tag{3.4.18}
\end{equation*}
$$

In view of (3.4.15), this finishes the proof of Proposition 3.4.19.
Remark 3.4.20 As a particular case, we get

$$
T \mathcal{F}_{h} u(x, \xi)=e^{i x \xi / h} T u(-\xi, x)
$$

Remark 3.4.21 Incidentally, we have also proved

$$
\operatorname{det} \operatorname{Re} \mathcal{M}_{\ell_{j}}(A)=\frac{1}{\left|a_{j, j}\right|^{2}} \operatorname{det} \operatorname{Re} A
$$

Remark 3.4.22 If $\kappa_{1}$ and $\kappa_{2}$ are two transformations of the type $j_{B}, k_{C}$, or $\ell_{j}$, then applying Proposition 3.4.19 twice we get

$$
\begin{aligned}
T_{A} \mathcal{J}_{\kappa_{2}} \mathcal{J}_{\kappa_{1}} u & =\beta_{2} e^{i \theta_{\kappa_{2}} / h}\left(T_{\mathcal{M}_{\kappa_{2}}(A)} \mathcal{J}_{\kappa_{1}} u\right) \circ \kappa_{2} \\
& =\beta_{2} e^{i \theta_{\kappa_{2}} / h}\left(\beta_{1} e^{i \theta_{\kappa_{1}} / h} T_{\mathcal{M}_{\kappa_{1}}\left(\mathcal{M}_{\kappa_{2}}(A)\right)} u \circ \kappa_{1}\right) \circ \kappa_{2}
\end{aligned}
$$

(with $\left|\beta_{1}\right|=\left|\beta_{2}\right|=1$ ) and therefore, using (3.4.4) and (3.4.11),

$$
\begin{equation*}
T_{A} \mathcal{J}_{\kappa_{2}} \mathcal{J}_{\kappa_{1}} u=\beta_{1} \beta_{2} e^{i \theta_{\kappa_{1} \circ \kappa_{2}} / h} T_{\mathcal{M}_{\kappa_{1} \circ \kappa_{2}}(A)} u \circ\left(\kappa_{1} \circ \kappa_{2}\right) . \tag{3.4.19}
\end{equation*}
$$

Now, as we have already noticed, if $\kappa$ is a general linear canonical transformation on $\mathbf{R}^{2 n}$, one can show that it can always be written in the form (see, e.g., [Fo], Chapter 4, for a proof of this fact)

$$
\begin{equation*}
\kappa=\kappa_{1} \circ \kappa_{2} \circ \ldots \circ \kappa_{N} \tag{3.4.20}
\end{equation*}
$$

for some $N \in \mathbf{N}$, where for any $\nu \in\{1, \ldots, N\}, \kappa_{\nu}$ belongs to one of the previous forms $j_{B}, k_{C}$, or $\ell_{j}$. Of course, there is no unicity in the way of writing $\kappa$ as in (3.4.20), but given such an expression, if we set

$$
\begin{equation*}
\mathcal{J}_{\kappa}=\mathcal{J}_{\kappa_{N}} \mathcal{J}_{\kappa_{N-1}} \ldots \mathcal{J}_{\kappa_{1}} \tag{3.4.21}
\end{equation*}
$$

then an iteration of (3.4.19) shows that for any $u \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, one has

$$
\begin{equation*}
T_{A} \mathcal{J}_{\kappa} u=\beta_{\kappa} e^{i \theta_{\kappa} / h}\left(T_{\mathcal{M}_{\kappa}(A)} u\right) \circ \kappa, \tag{3.4.22}
\end{equation*}
$$

where $\beta_{\kappa}$ is an $h$-independent complex constant of modulus 1 .

### 3.5 Microlocal Exponential Estimates

In view of studying $\operatorname{MS}(u)$ for $u$ a solution of a partial differential equation of the type

$$
P\left(x, h D_{x}\right) u=0
$$

with $P(x, \xi)$ analytic, we first establish some a priori estimates involving $T u$.
As has been proved in Proposition 3.3.15, any pseudodifferential operator on $\mathbf{R}^{n}$ is transformed by $T$ into a pseudodifferential operator on $\mathbf{R}^{2 n}$. Moreover, multiplying $P$ by a convenient elliptic pseudodifferential operator, one can reduce to the case of a bounded pseudodifferential operator. For these reasons, we start by considering the case of a bounded pseudodifferential operator on $\mathbf{R}^{2 n}$ :

$$
Q=\operatorname{Op}_{h}^{t}\left(q\left(x, \xi, x^{*}, \xi^{*}\right)\right),
$$

where $q \in S_{4 n}(1)$ and $t \in[0,1]$. Let also $\psi=\psi(x, \xi) \in S_{2 n}(1)$ be a real-valued smooth function on $\mathbf{R}^{2 n}$. Then we have the following theorem:

Theorem 3.5.23 There exist $\widetilde{q}(x, \xi ; h) \in S_{2 n}(1)$ and $R(h) \in \mathcal{L}\left(L^{2}\left(\mathbf{R}^{2 n}\right)\right)$ such that for all $u, v \in L^{2}\left(\mathbf{R}^{n}\right)$, one has

$$
\left\langle Q e^{\psi / h} T u, e^{\psi / h} T v\right\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)}=\left\langle(\widetilde{q}(x, \xi ; h)+R(h)) e^{\psi / h} T u, e^{\psi / h} T v\right\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)}
$$

and

$$
\left\{\begin{array}{l}
\widetilde{q}(x, \xi ; h) \sim \sum_{j \geq 0} h^{j} \widetilde{q}_{j}(x, \xi) \text { in } S_{2 n}(1) \\
\widetilde{q}_{0}(x, \xi)=q\left(x, \xi, \xi-\partial_{\xi} \psi(x, \xi), \partial_{x} \psi(x, \xi)\right) \\
\|R(h)\|_{\mathcal{L}\left(L^{2}\left(\mathbf{R}^{2 n}\right)\right)}=\mathcal{O}\left(h^{\infty}\right)
\end{array}\right.
$$

uniformly as $h \rightarrow 0_{+}$.
Remark 3.5.24 In fact, by an argument of density it will follow from the proof that this formula can be extended to those $\psi \in C^{\infty}\left(\mathbf{R}^{2 n} ; \mathbf{R}\right)$ such that $\nabla \psi \in S_{2 n}(1)$ ( $\psi$ not necessarily bounded), on the condition that $u$ and $v$ belong to the space $\mathcal{H}_{\psi}$ defined as the completion of $C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ in the norm $\|u\|_{\psi}:=\left\|e^{\psi / h} T u\right\|_{L^{2}}$.

Proof of Theorem 3.5.23 The proof we present here is essentially taken from [Na2]. Let

$$
r_{1}\left(x, \xi, x^{*}, \xi^{*}\right)=q\left(x, \xi, x^{*}, \xi^{*}\right)-q\left(x, \xi, \xi-\partial_{\xi} \psi, \partial_{x} \psi\right)
$$

Then since $r_{1}$ vanishes on $\left\{x^{*}-\xi+\partial_{\xi} \psi=\xi^{*}-\partial_{x} \psi=0\right\}$, by Taylor's formula there exist two (vector-valued) smooth functions $q_{1}=q_{1}\left(x, \xi, x^{*}, \xi^{*}\right)$ and $q_{2}=$ $q_{2}\left(x, \xi, x^{*}, \xi^{*}\right)$ such that

$$
\begin{equation*}
r_{1}=\left(x^{*}-\xi+\partial_{\xi} \psi\right) q_{1}+\left(\xi^{*}-\partial_{x} \psi\right) q_{2} \tag{3.5.1}
\end{equation*}
$$

In fact, we have

$$
\begin{aligned}
& q_{1}=\int_{0}^{1}\left(\partial_{x^{*}} q\right)\left(x, \xi, \xi-\partial_{\xi} \psi+t\left(x^{*}-\xi+\partial_{\xi} \psi\right), \xi^{*}\right) d t \\
& q_{2}=\int_{0}^{1}\left(\partial_{\xi^{*}} q\right)\left(x, \xi, \xi-\partial_{\xi} \psi, \partial_{x} \psi+t\left(\xi^{*}-\partial_{x} \psi\right)\right) d t
\end{aligned}
$$

and thus $q_{1}, q_{2} \in S_{4 n}(1)$. Set

$$
\begin{align*}
F & =h D_{x}-\xi+\partial_{\xi} \psi \\
G & =h D_{\xi}-\partial_{x} \psi  \tag{3.5.2}\\
Q_{j} & =\operatorname{Op}_{h}^{t}\left(q_{j}\right) \quad(j=1,2)
\end{align*}
$$

Then, using the symbolic calculus of pseudodifferential operators (see Section 2.7), we can deduce from (3.5.1) that there exists $r_{2} \in S_{4 n}(1)$ such that

$$
\mathrm{Op}_{h}^{t}\left(r_{1}\right)=\frac{1}{2}\left(Q_{1} F+F Q_{1}\right)+\frac{1}{2}\left(Q_{2} G+G Q_{2}\right)+h \mathrm{Op}_{h}^{t}\left(r_{2}\right)
$$

Moreover, we have seen in Proposition 3.1.1 that

$$
\left(h D_{x}-\xi\right) T=i h D_{\xi} T
$$

and therefore, setting

$$
T_{\psi}: u \mapsto e^{\psi / h} T u
$$

we also have

$$
\left(h D_{x}-\xi+i \partial_{x} \psi\right) T_{\psi}=\left(i h D_{\xi}-\partial_{\xi} \psi\right) T_{\psi},
$$

that is,

$$
\begin{equation*}
F T_{\psi}=i G T_{\psi} \tag{3.5.3}
\end{equation*}
$$

It is this last equality that will permit to us to conclude, and let us notice that its main originality relies on the fact that it identifies the action of the symmetric operator $F$ with that of the antisymmetric operator $i G$ in the range of $T_{\psi}$.

Now, for all $u, v \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$, we have

$$
\begin{align*}
\left\langle\mathrm{Op}_{h}^{t}\left(r_{1}\right) T_{\psi} u\right. & \left.T_{\psi} v\right\rangle \\
= & \frac{1}{2}\left(\left\langle\left(Q_{1} F+F Q_{1}\right) T_{\psi} u, T_{\psi} v\right\rangle+\left\langle\left(Q_{2} G+G Q_{2}\right) T_{\psi} u, T_{\psi} v\right\rangle\right)  \tag{3.5.4}\\
& +h\left\langle\operatorname{Op}_{h}^{t}\left(r_{2}\right) T_{\psi} u, T_{\psi} v\right\rangle
\end{align*}
$$

and by (3.5.3),

$$
\begin{aligned}
\left\langle F Q_{1} T_{\psi} u, T_{\psi} v\right\rangle & =\left\langle Q_{1} T_{\psi} u, F T_{\psi} v\right\rangle \\
& =\left\langle Q_{1} T_{\psi} u, i G T_{\psi} v\right\rangle \\
& =-i\left\langle G Q_{1} T_{\psi} u, T_{\psi} v\right\rangle \\
& =-i\left\langle Q_{1} G T_{\psi} u, T_{\psi} v\right\rangle+i\left\langle\left[Q_{1}, G\right] T_{\psi} u, T_{\psi} v\right\rangle \\
& =-\left\langle Q_{1} F T_{\psi} u, T_{\psi} v\right\rangle+i\left\langle\left[Q_{1}, G\right] T_{\psi} u, T_{\psi} v\right\rangle
\end{aligned}
$$

which gives

$$
\begin{equation*}
\frac{1}{2}\left\langle\left(F Q_{1}+Q_{1} F\right) T_{\psi} u, T_{\psi} v\right\rangle=\frac{i}{2}\left\langle\left[Q_{1}, G\right] T_{\psi} u, T_{\psi} v\right\rangle \tag{3.5.5}
\end{equation*}
$$

In a similar way, we also have

$$
\begin{equation*}
\frac{1}{2}\left\langle\left(Q_{2} G+G Q_{2}\right) T_{\psi} u, T_{\psi} v\right\rangle=\frac{i}{2}\left\langle\left[F, Q_{2}\right] T_{\psi} u, T_{\psi} v\right\rangle \tag{3.5.6}
\end{equation*}
$$

and therefore, substituting in (3.5.4), we get

$$
\begin{equation*}
\left\langle\operatorname{Op}_{h}^{t}\left(r_{1}\right) T_{\psi} u, T_{\psi} v\right\rangle=\left\langle\left(\frac{i}{2}\left[Q_{1}, G\right]+\frac{i}{2}\left[F, Q_{2}\right]+h \mathrm{Op}_{h}^{t}\left(r_{2}\right)\right) T_{\psi} u, T_{\psi} v\right\rangle \tag{3.5.7}
\end{equation*}
$$

Now we observe (still using the symbolic calculus of Section 2.7) that

$$
\frac{i}{2}\left[Q_{1}, G\right]+\frac{i}{2}\left[F, Q_{2}\right]+h \mathrm{Op}_{h}^{t}\left(r_{2}\right)=h \mathrm{Op}_{h}^{t}\left(q^{\prime}\right)
$$

for some $q^{\prime} \in S_{4 n}(1)$, and thus

$$
\begin{equation*}
\left\langle\mathrm{Op}_{h}^{t}\left(r_{1}\right) T_{\psi} u, T_{\psi} v\right\rangle=h\left\langle\operatorname{Op}_{h}^{t}\left(q^{\prime}\right) T_{\psi} u, T_{\psi} v\right\rangle . \tag{3.5.8}
\end{equation*}
$$

Summing up, until now we have proved that for any $q \in S_{4 n}(1)$, there exists $q^{\prime} \in S_{4 n}(1)$ such that

$$
\begin{equation*}
\left\langle\operatorname{Op}_{h}^{t}(q) T_{\psi} u, T_{\psi} v\right\rangle=\left\langle q\left(x, \xi, \xi-\partial_{\xi} \psi, \partial_{x} \psi\right) T_{\psi} u, T_{\psi} v\right\rangle+h\left\langle\operatorname{Op}_{h}^{t}\left(q^{\prime}\right) T_{\psi} u, T_{\psi} v\right\rangle . \tag{3.5.9}
\end{equation*}
$$

Performing the same argument for $q^{\prime}$, and iterating the procedure, we get that there exist a sequence $\left(\widetilde{q}_{j}\right)_{j \in \mathbf{N}}$ of elements of $S_{2 n}(1)$, and a sequence $\left(q^{(j)}\right)_{j \in \mathbf{N}}$ of elements of $S_{4 n}(1)$, such that at any order $N \in \mathbf{N}$ one has

$$
\begin{equation*}
\left\langle\mathrm{Op}_{h}^{t}(q) T_{\psi} u, T_{\psi} v\right\rangle=\left\langle\sum_{j=0}^{N-1} h^{j} \widetilde{q}_{j} T_{\psi} u, T_{\psi} v\right\rangle+h^{N}\left\langle\mathrm{Op}_{h}^{t}\left(q^{(N)}\right) T_{\psi} u, T_{\psi} v\right\rangle \tag{3.5.10}
\end{equation*}
$$

with $\widetilde{q}_{0}(x, \xi)=q\left(x, \xi, \xi-\partial_{\xi} \psi, \partial_{x} \psi\right)$.
Now let $\widetilde{q} \in S_{2 n}(1)$ be a resummation of $\sum_{j \geq 0} h^{j} \widetilde{q}_{j}$ in the sense of Proposition 2.3.2, and write

$$
\begin{equation*}
R=\Pi_{\psi}\left(\mathrm{Op}_{h}^{t}(q)-\widetilde{q}\right) \Pi_{\psi} \tag{3.5.11}
\end{equation*}
$$

where $\Pi_{\psi}$ denotes the orthogonal projection from $L^{2}\left(\mathbf{R}^{2 n}\right)$ onto the image of $T_{\psi}$ (which is closed in $L^{2}\left(\mathbf{R}^{2 n}\right)$, since the image of $T$ is isometric to $L^{2}\left(\mathbf{R}^{n}\right)$ by Proposition 3.1.1, and the map $w \mapsto e^{\psi / h} w$ is closed on $L^{2}\left(\mathbf{R}^{2 n}\right)$ ). By (3.5.10) and the Calderón-Vaillancourt theorem, we see that for any $N \in \mathbf{N}$, one has

$$
\left\langle R T_{\psi} u, T_{\psi} v\right\rangle=\mathcal{O}\left(h^{N}\right)\left\|T_{\psi} u\right\| \cdot\left\|T_{\psi} v\right\|
$$

and thus, since $R$ leaves the image of $T_{\psi}$ stable and vanishes on its orthogonal:

$$
\begin{equation*}
\|R\|_{\mathcal{L}\left(L^{2}\left(\mathbf{R}^{2 n}\right)\right)}=\mathcal{O}\left(h^{\infty}\right) \tag{3.5.12}
\end{equation*}
$$

In view of the definition (3.5.11) of $R$, the estimate (3.5.12) gives exactly the required result, and this finishes the proof of Theorem 3.5.23.

Now let $a, b>0$ and $p \in S_{2 n}(1)$ such that $p$ extends holomorphically to the complex strip

$$
\Sigma(a, b):=\left\{(x, \xi) \in \mathbf{C}^{2 n} ;|\operatorname{Im} x|<a,|\operatorname{Im} \xi|<b\right\}
$$

and satisfies

$$
\begin{equation*}
\forall \alpha \in \mathbf{N}^{2 n}, \partial^{\alpha} p=\mathcal{O}(1) \text { uniformly in } \Sigma(a, b) \tag{3.5.13}
\end{equation*}
$$

Assume also that the real-valued function $\psi \in S_{2 n}(1)$ satisfies

$$
\begin{equation*}
\sup _{\mathbf{R}^{2 n}}\left|\nabla_{x} \psi\right|<b \quad \sup _{\mathbf{R}^{2 n}}\left|\nabla_{\xi} \psi\right|<a, \tag{3.5.14}
\end{equation*}
$$

and for $t \in[0,1]$ fixed set

$$
P=\mathrm{Op}_{h}^{t}(p) .
$$

Then we have the following important corollary of Theorem 3.5.23:
Corollary 3.5.25 Let $f \in S_{2 n}(1)$. Under assumptions (3.5.13)-(3.5.14), there exist $\widetilde{p}(x, \xi ; h) \in S_{2 n}(1)$ and $R(h) \in \mathcal{L}\left(L^{2}\left(\mathbf{R}^{2 n}\right)\right)$ such that for all $u, v \in$ $L^{2}\left(\mathbf{R}^{n}\right)$, one has

$$
\left\langle f e^{\psi / h} T P u, e^{\psi / h} T v\right\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)}=\left\langle(\widetilde{p}(x, \xi ; h)+R(h)) e^{\psi / h} T u, e^{\psi / h} T v\right\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)}
$$

and

$$
\left\{\begin{array}{l}
\widetilde{p}(x, \xi ; h) \sim \sum_{j \geq 0} h^{j} \widetilde{p}_{j}(x, \xi) \text { in } S_{2 n}(1), \\
\widetilde{p}_{0}(x, \xi)=f(x, \xi) p\left(x-2 \partial_{z} \psi(x, \xi), \xi+2 i \partial_{z} \psi(x, \xi)\right), \\
\|R(h)\|_{\mathcal{L}\left(L^{2}\left(\mathbf{R}^{2 n}\right)\right)}=\mathcal{O}\left(h^{\infty}\right)
\end{array}\right.
$$

where

$$
\partial_{z}:=\frac{1}{2}\left(\nabla_{x}+i \nabla_{\xi}\right)
$$

is holomorphic differentiation with respect to $z=x-i \xi$.
Proof By Proposition 3.3.15, we have

$$
f e^{\psi / h} T P u=Q e^{\psi / h} T u
$$

with

$$
\begin{equation*}
Q=f e^{\psi / h} \operatorname{Op}_{h}^{t}\left(p\left(x-\xi^{*}, x^{*}\right)\right) e^{-\psi / h} . \tag{3.5.15}
\end{equation*}
$$

Therefore, in view of applying Theorem 3.5.23 we first have to prove the following lemma:

Lemma 3.5.26 The operator $f e^{\psi / h} \mathrm{Op}_{h}^{t}\left(p\left(x-\xi^{*}, x^{*}\right)\right) e^{-\psi / h}$ is a semiclassical pseudodifferential operator on $\mathbf{R}^{2 n}$, and its symbol $q \in S_{4 n}(1)$ admits an asymptotic expansion of the form

$$
q \sim \sum_{j \geq 1} h^{j} q_{j} \text { in } S_{4 n}(1)
$$

with

$$
q_{0}\left(x, \xi, x^{*}, \xi^{*}\right)=f(x, \xi) p\left(x-\xi^{*}-i \partial_{\xi} \psi, x^{*}+i \partial_{x} \psi\right)
$$

Proof Here again we follow [Na2]. Set $\widetilde{P}=\operatorname{Op}_{h}^{t}\left(p\left(x-\xi^{*}, x^{*}\right)\right)$. For $w \in C_{0}^{\infty}\left(\mathbf{R}^{2 n}\right)$ and $\nu \in \mathbf{R}$, we write

$$
\begin{aligned}
& e^{i \nu \psi / h} \widetilde{P} e^{-i \nu \psi / h} w(x, \xi) \\
& =\frac{1}{(2 \pi h)^{2 n}} \int e^{i(x-y) x^{*} / h+i(\xi-\eta) \xi^{*} / h+i \nu(\psi(x, \xi)-\psi(y, \eta)) / h} \\
& \left.\quad \times p\left((1-t) x+t y-\xi^{*}, x^{*}\right)\right) w(y, \eta) d y d \eta d x^{*} d \xi^{*},
\end{aligned}
$$

and we also have by Taylor's formula

$$
\psi(x, \xi)-\psi(y, \eta)=(x-y) \phi_{1}(x, y, \xi, \eta)+(\xi-\eta) \phi_{2}(x, y, \xi, \eta)
$$

where $\phi_{1}, \phi_{2} \in\left[S_{4 n}(1)\right]^{n}$ are real-valued.
Then we make the change of variables $\left(x^{*}, \xi^{*}\right) \mapsto\left(\widetilde{x}^{*}, \widetilde{\xi}^{*}\right)$ given by

$$
\left\{\begin{array}{l}
\widetilde{x}^{*}=x^{*}+\nu \phi_{1}(x, y, \xi, \eta),  \tag{3.5.16}\\
\widetilde{\xi}^{*}=\xi^{*}+\nu \phi_{2}(x, y, \xi, \eta)
\end{array}\right.
$$

We obtain

$$
\begin{align*}
& e^{i \nu \psi / h} \widetilde{P} e^{-i \nu \psi / h} w( x, \xi) \\
&=\frac{1}{(2 \pi h)^{2 n}} \int e^{i(x-y) \widetilde{x}^{*} / h+i(\xi-\eta) \widetilde{\xi}^{*} / h}  \tag{3.5.17}\\
& \quad \times p\left((1-t) x+t y-\widetilde{\xi}^{*}+\nu \phi_{2}, \widetilde{x}^{*}-\nu \phi_{1}\right) w(y, \eta) d y d \eta d \widetilde{x}^{*} d \widetilde{\xi}^{*},
\end{align*}
$$

and since $\left|\phi_{1}\right| \leq \sup \left|\nabla_{x} \psi\right|<b$ and $\left|\phi_{2}\right| \leq \sup \left|\nabla_{\xi} \psi\right|<a$, we see that the function

$$
\nu \mapsto p\left((1-t) x+t y-\widetilde{\xi}^{*}+\nu \phi_{2}, \widetilde{x}^{*}-\nu \phi_{1}\right)
$$

can be extended holomorphically in a complex neighborhood of $\{\nu \in \mathbf{C} ;|\nu| \leq$ $1\}$, with values in $S_{6 n}(1)$. As a consequence, the right-hand side of (3.5.17) can be extended too, and since this is also obviously true for the left-hand side and both sides are equal for $\nu \in \mathbf{R}$, by analytic continuation they remain equal for $\nu \in \mathbf{C},|\nu| \leq 1$. In particular, for $\nu=-i$ we get

$$
e^{\psi / h} \widetilde{P} e^{-\psi / h}=\operatorname{Op}\left(p\left((1-t) x+t y-\xi^{*}-i \phi_{2}, x^{*}+i \phi_{1}\right)\right),
$$

where the quantization is given by the general case of symbols in $S_{3 d}(1)$ (with $d=2 n$ here) as in Definition 2.5.1. Then, using Theorem 2.7.1, we obtain

$$
\begin{equation*}
e^{\psi / h} \widetilde{P} e^{-\psi / h}=\operatorname{Op}_{h}^{t}\left(p_{t}\left(x, \xi, x^{*}, \xi^{*} ; h\right)\right), \tag{3.5.18}
\end{equation*}
$$

where $p_{t}$ admits an asymptotic expansion in $S_{4 n}(1)$, with first term given by

$$
\begin{align*}
p_{t}^{0}\left(x, \xi, x^{*}, \xi^{*}\right) & =\left.p\left((1-t) x+t y-\xi^{*}-i \phi_{2}, x^{*}+i \phi_{1}\right)\right|_{\substack{y=x \\
\eta=\xi}} \\
& =p\left(x-\xi^{*}-i \partial_{\xi} \psi, x^{*}+i \partial_{x} \psi\right) . \tag{3.5.19}
\end{align*}
$$

Therefore, the lemma follows from (3.5.18) and (3.5.19) by multiplying (3.5.18) by $f(x, \xi)$.

End of the proof of Corollary 3.5.25 From Lemma 3.5.26, we see that we can apply Theorem 3.5.23 with $Q$ given in (3.5.15), and this gives exactly the result of Corollary 3.5.25.

In the same situation as for Corollary 3.5.25 there is another consequence of Theorem 3.5.23 that will be rather useful in the applications:

Corollary 3.5.27 Let $f \in S_{2 n}(1)$. Under assumptions (3.5.13)-(3.5.14) one has

$$
\left\|f e^{\psi / h} T P u\right\|^{2}=\left\|f(x, \xi) p\left(x-2 \partial_{z} \psi, \xi+2 i \partial_{z} \psi\right) e^{\psi / h} T u\right\|^{2}+\mathcal{O}(h)\left\|e^{\psi / h} T u\right\|^{2}
$$

uniformly with respect to $u \in L^{2}\left(\mathbf{R}^{n}\right)$ and $h>0$ small enough.
Proof : With $Q$ given in (3.5.15), one has

$$
\left\|f e^{\psi / h} T P u\right\|^{2}=\left\langle Q^{*} Q e^{\psi / h} T u, e^{\psi / h} T u\right\rangle
$$

and from Lemma 3.5.26 and the symbolic calculus, $Q^{*} Q$ is a semiclassical pseudodifferential operator whose symbol admits an asymptotic expansion with first term $\left|f(x, \xi) p\left(x-\xi^{*}-i \partial_{\xi} \psi, x^{*}+i \partial_{x} \psi\right)\right|^{2}$. Then the result follows directly from Theorem 3.5.23.

Remark 3.5.28 Analogous estimates are valid when $p$ is not analytic, but, e.g., Gevrey. In this case, the weight $e^{\psi / h}$ has to be replaced by $e^{\psi / h^{1 / s}}$, where $s>1$ is the Gevrey index, see [Ju]. The proof relies essentially on the almost analytic extensions introduced by Melin and Sjöstrand in [MeSj], and can also be adapted in the general $C^{\infty}$ case with weights of the type $h^{\psi(x, \xi)}$ (see Exercise 4 of this chapter).

Of course, in the particular case where $\psi$ vanishes identically, one can see from the proof of Corollary 3.5 .25 that the assumption of analyticity made on $p$ is no longer necessary. As a consequence, using also Corollary 3.1.4, we get the following result:

Corollary 3.5.29 Let $p \in S_{2 n}(1), t \in[0,1]$, and let $P=\operatorname{Op}_{h}^{t}(p)$. Then there exist $\widetilde{p}(x, \xi ; h) \in S_{2 n}(1)$ and $R(h) \in \mathcal{L}\left(L^{2}\left(\mathbf{R}^{2 n}\right)\right)$ such that for all $u, v \in$ $L^{2}\left(\mathbf{R}^{n}\right)$, one has

$$
\langle P u, v\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}=\langle(\widetilde{p}(x, \xi ; h)+R(h)) T u, T v\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)}
$$

and

$$
\left\{\begin{array}{l}
\widetilde{p}(x, \xi ; h) \sim \sum_{j \geq 0} h^{j} \widetilde{p}_{j}(x, \xi) \text { in } S_{2 n}(1) \\
\widetilde{p}_{0}(x, \xi)=p(x, \xi) \\
\|R(h)\|_{\mathcal{L}\left(L^{2}\left(\mathbf{R}^{2 n}\right)\right)}=\mathcal{O}\left(h^{\infty}\right)
\end{array}\right.
$$

As an application of this last result we have the following semiclassical version of a celebrated theorem (see also Exercise 22 of Chapter 2):

Theorem 3.5.30 (Sharp Gårding Inequality) Let $p=p(x, \xi) \in S_{2 n}(1)$ such that $p \geq 0$ on $\mathbf{R}^{2 n}$. Then there exists a constant $C>0$ such that for all $u \in L^{2}\left(\mathbf{R}^{n}\right)$ and $h>0$ small enough, one has

$$
\left\langle\mathrm{Op}_{h}^{W}(p) u, u\right\rangle \geq-C h\|u\|^{2} .
$$

Remark 3.5.31 Since $p$ is real-valued, the operator $\operatorname{Op}_{h}^{W}(p)$ is symmetric on $L^{2}\left(\mathbf{R}^{n}\right)$, and therefore the quantity $\left\langle\mathrm{Op}_{h}^{W}(p) u, u\right\rangle$ is necessarily real.
Remark 3.5.32 In other words, the fact that $p$ is nonnegative everywhere implies that (in the sense of operators) $\mathrm{Op}_{h}^{W}(p)$ is nonnegative modulo $\mathcal{O}(h)$.

Remark 3.5.33 Of course, the result remains valid for any perturbation of $p$ of order $\mathcal{O}(h)$ in $S_{2 n}(1)$. In particular, the assumption $p \geq 0$ can be replaced by $p \geq-C^{\prime} h$ for some constant $C^{\prime}$. Indeed, a stronger result exists for $\mathrm{Op}_{h}^{W}(p)$ when $p \geq 0$ : This is the so-called Fefferman-Phong Inequality, which asserts that in this situation one has

$$
\left\langle\mathrm{Op}_{h}^{W}(p) u, u\right\rangle \geq-C h^{2}\|u\|^{2}
$$

But the proof is very delicate, and we refer the interested reader to [FePh1] (see also [Bo, Tat]).

Proof of Theorem 3.5.30 It is an immediate consequence of Corollary 3.5.29 and the Calderón-Vaillancourt theorem.

There also exists a generalization of Theorem 3.5.30 to possibly unbounded pseudodifferential operators:

Corollary 3.5.34 Let $m \in \mathbf{R}$, and $p \in S_{2 n}\left(\langle\xi\rangle^{m}\right)$ such that $p \geq 0$ on $\mathbf{R}^{2 n}$. Then there exists a constant $C>0$ such that for all $u \in H^{m / 2}\left(\mathbf{R}^{n}\right)$ one has

$$
\left\langle\mathrm{Op}_{h}^{W}(p) u, u\right\rangle \geq-C h\|u\|_{H^{m / 2}}^{2}
$$

Proof By the symbolic calculus, there exists $r \in S_{2 n}(1)$ such that

$$
\begin{equation*}
\mathrm{Op}_{h}^{W}\left(\langle\xi\rangle^{-m / 2}\right) \mathrm{Op}_{h}^{W}(p) \mathrm{Op}_{h}^{W}\left(\langle\xi\rangle^{-m / 2}\right)=\mathrm{Op}_{h}^{W}\left(\langle\xi\rangle^{-m} p\right)+h \mathrm{Op}_{h}^{W}(r) . \tag{3.5.20}
\end{equation*}
$$

Then the result for $u \in H^{m / 2}\left(\mathbf{R}^{n}\right)$ follows from the Calderón-Vaillancourt theorem by applying Theorem 3.5 .30 with the symbol $\langle\xi\rangle^{-m} p \in S_{2 n}(1)$, and the function $v=\mathrm{Op}_{h}^{W}\left(\langle\xi\rangle^{m / 2}\right) u \in L^{2}\left(\mathbf{R}^{n}\right)$.

Remark 3.5.35 If, moreover, $p$ satisfies $\partial^{\alpha} p=\mathcal{O}(1+p)$ for all $\alpha \in \mathbf{R}^{2 n}$, then the previous inequality can be improved to

$$
\left\langle\mathrm{Op}_{h}^{W}(p) u, u\right\rangle \geq-C h\|u\|_{L^{2}}^{2} .
$$

Actually, in this case a slight generalization of Corollary 3.5.29 gives

$$
\langle P u, u\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}=\langle(p(x, \xi)+R(h)) T u, T u\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)}
$$

with $|\langle R(h) T u, T u\rangle|=\mathcal{O}\left(h\|u\|^{2}+h\langle p T u, T u\rangle\right)$. Thus the result follows by taking $h$ small enough.

Many other generalizations of Corollary 3.5.25 can be made, including a version whose framework is the so-called Weyl-Hörmander calculus, and which should contain all the previous cases. With the notation of [Ho2], and in the case where $f=1$ and $\psi=0$, it reads as follows:

For any $a \in S(m, g)$,

$$
\left\langle\mathrm{Op}_{1}^{W}(a) u, v\right\rangle=\langle(\widetilde{a}+R) T u, T v\rangle,
$$

where $T$ is now defined without the semiclassical parameter, $\widetilde{a} \in S(m, g)$ is a symbol with an expansion that can be explicitly computed, and $R$ satisfies, for any $N>0$,

$$
\|R w\|=\mathcal{O}\left(\left\|h^{N} w\right\|\right)
$$

uniformly with respect to $w \in L^{2}\left(\mathbf{R}^{2 n}\right)$. Here $h$ is related to the metric $g$ by the formula $h^{2}=g / g^{\sigma}$ (see [Ho2] for the definition of $g^{\sigma}$ ).

As a final remark of this section, let us note that when $\psi$ depends only on a group of variables, say $\left(x_{i_{1}}, \ldots, x_{i_{k}}, \xi_{j_{1}}, \ldots, \xi_{j_{\ell}}\right)$, then the analyticity assumption in Corollary 3.5 .25 can be relaxed with respect to the variables other than $\left(x_{j_{1}}, \ldots, x_{j_{\ell}}, \xi_{i_{1}}, \ldots, \xi_{i_{k}}\right)$. In particular, if $\psi=\psi(x)$ depends only on $x$ (respectively $\psi=\psi(\xi)$ depends only on $\xi$ ), then one needs only the analyticity of $p(x, \xi)$ with respect to the variable $\xi$ (respectively $x$ ).

### 3.6 Exercises and Problems

1. Coherent States - For $(x, \xi) \in \mathbf{R}^{2 n}$ denote by $\phi_{x, \xi}$ the function on $\mathbf{R}^{n}$ defined by

$$
\phi_{x, \xi}(y)=(\pi h)^{-n / 4} e^{i(y-x) \xi / h-(y-x)^{2} / 2 h}
$$

(the so-called coherent state centered at $(x, \xi)$ ).
(i) Prove that for all $(x, \xi),\left(x^{\prime}, \xi^{\prime}\right) \in \mathbf{R}^{2 n}$ one has

$$
\left\langle\phi_{x, \xi}, \phi_{x^{\prime}, \xi^{\prime}}\right\rangle_{L^{2}\left(\mathbf{R}^{n}\right)}=e^{i\left(x^{\prime}-x\right)\left(\xi^{\prime}+\xi\right) / 2 h-\left(x-x^{\prime}\right)^{2} / 4 h-\left(\xi-\xi^{\prime}\right)^{2} / 4 h}
$$

(in particular, $\left\|\phi_{x, \xi}\right\|_{L^{2}\left(\mathbf{R}^{n}\right)}=1$ ).
(ii) Deduce from (i) that for any $(x, \xi) \in \mathbf{R}^{2 n}$ one has

$$
\operatorname{MS}\left(\phi_{x, \xi}\right)=\{(x, \xi)\}
$$

(iii) Use Proposition 3.1.6 to prove that for all $u \in \mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$ one has

$$
u=(2 \pi h)^{-n / 2} \int_{\mathbf{R}^{2 n}} T u(x, \xi) \phi_{x, \xi} d x d \xi
$$

(which means that $u$ can be written as a superposition of coherent states).
(iv) If $A$ is a bounded operator on $L^{2}\left(\mathbf{R}^{n}\right)$ with distribution kernel $K_{A}$, then prove the formula

$$
K_{A}(x, y)=(2 \pi h)^{-n} \int_{\mathbf{R}^{2 n}}\left(A \phi_{z, \zeta}\right)(x) \overline{\phi_{z, \zeta}(y)} d z d \zeta .
$$

Hint: Just write $A=A T^{*} T$ and observe that

$$
T u(z, \zeta)=(2 \pi h)^{-n / 2} \int \overline{\phi_{z, \zeta}(y)} u(y) d y .
$$

Note: For other applications of coherent states one may consult, e.g., [CoRo], [PaUr], and references therein.
2. Range of $\mathbf{T}$ - On $L^{2}\left(\mathbf{R}^{2 n}\right)$ we consider the operator

$$
\Pi:=T T^{*}
$$

where $T$ is the FBI transform defined in (3.1.1).
(i) Prove that $\Pi^{2}=\Pi=\Pi^{*}$ and $T^{*} \Pi=T^{*}$, and deduce that $\Pi$ is the orthogonal projector onto $T\left(L^{2}\left(\mathbf{R}^{n}\right)\right)$.
(ii) Let $v \in L^{2}\left(\mathbf{R}^{2 n}\right)$ be of the form

$$
v(x, \xi)=e^{-\xi^{2} / 2 h} a(x-i \xi),
$$

where $a$ is an entire function on $\mathbf{C}^{n}$. Prove that

$$
\begin{aligned}
& \Pi v(x, \xi) \\
& =\frac{1}{(2 \pi h)^{n}} \int e^{-\left[(y-x)^{2}+(\eta-\xi)^{2}\right] / 4 h-\left[\eta^{2}+i(y-x)(\eta+\xi)\right] / 2 h} a(y-i \eta) d y d \eta .
\end{aligned}
$$

(iii) Making (and justifying) the change of contour of integration

$$
\mathbf{R}^{2 n} \ni(y, \eta) \mapsto(y+i \eta-i \xi, \eta)
$$

show that $\Pi v=v$. (Hint: Interpret the previous integral as an oscillatory one, e.g., passing through the limit when $\varepsilon \rightarrow 0_{+}$of the integral obtained by multiplying the integrated function with $e^{-\varepsilon \eta^{2}}$.)
(iv) Deduce from the previous questions that

$$
T\left(L^{2}\left(\mathbf{R}^{n}\right)\right)=L^{2}\left(\mathbf{R}^{2 n}\right) \cap e^{-\xi^{2} / 2 h} \mathcal{H}\left(\mathbf{C}_{x-i \xi}^{n}\right),
$$

where $\mathcal{H}\left(\mathbf{C}_{x-i \xi}^{n}\right)$ denotes the space of entire functions of $x-i \xi$ on $\mathrm{C}^{n}$.
(v) Following the same procedure, prove that

$$
T\left(\mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)\right)=\mathcal{S}^{\prime}\left(\mathbf{R}^{2 n}\right) \cap e^{-\xi^{2} / 2 h} \mathcal{H}\left(\mathbf{C}_{x-i \xi}^{n}\right)
$$

3. Frequency Set - Using Definition 2.9.1, prove that a point $\left(x_{0}, \xi_{0}\right) \in$ $\mathbf{R}^{2 n}$ is not in the frequency set of $u \in L^{2}\left(\mathbf{R}^{n}\right)$ if and only if $T u(x, \xi)=$ $\mathcal{O}\left(h^{\infty}\right)$ uniformly in a neighborhood of $\left(x_{0}, \xi_{0}\right)$.

Hint: First prove that if $\chi=\chi(y, \eta) \in S_{2 n}(1)$ vanishes near some point $\left(y_{0}, \eta_{0}\right)$, then $\chi\left(y, h D_{y}\right)\left(e^{i(y-x) \xi / h-(x-y)^{2} / 2 h}\right)=\mathcal{O}\left(h^{\infty}\right)$ for $(x, \xi)$ close enough to $\left(y_{0}, \eta_{0}\right)$ (here $\chi\left(y, h D_{y}\right)$ denotes any quantization of $\chi)$. Then for the necessary condition write $u(y)=\chi\left(y, h D_{y}\right) u+(1-$ $\left.\chi\left(y, h D_{y}\right)\right) u$ in the expression of $T u$, and for the sufficient condition just use that $\mathrm{Op}_{h}^{W}(\chi) u=\mathrm{Op}_{h}^{W}(\chi) T^{*}(T u)$.
4. Weighted Estimates in the General $C^{\infty}$ Case - Let $p \in S_{2 n}(1)$. By using an almost-analytic extension of $p$ (see Exercise 23 of Chapter 2), prove an estimate similar to the one of Corollary 3.5 .25 but with $e^{\psi / h}$ replaced by $h^{\psi}$.
Hint: Just mimic the proof, working with $(h \ln h) \psi$ instead of $\psi$, and use the Stokes formula to justify modulo $\mathcal{O}\left(h^{\infty}\right)$ the change of contour given in (3.5.16) directly with $\nu=-i$. The final estimate is

$$
\left\langle f h^{\psi} T P u, h^{\psi} T v\right\rangle=\left\langle(\widetilde{p}(x, \xi ; h)+R(h)) h^{\psi} T u, h^{\psi} T v\right\rangle
$$

with $\|R(h)\|=\mathcal{O}\left(h^{\infty}\right)$ and

$$
\widetilde{p}(x, \xi ; h) \sim f(x, \xi) p_{a}\left(x-2 h \ln h \partial_{z} \psi, \xi+2 i h \ln h \partial_{z} \psi\right)+\sum_{k \geq 1} h^{h} \widetilde{p}_{k}(x, \xi, h)
$$

in $S_{2 n}(1)$, where $p_{a}$ denotes an almost-analytic extension of $p$.
5. Weighted Estimates in the Gevrey Case - Assume now that $p \in$ $S_{2 n}(1)$ is s-Gevrey for some $s>1$, that is,

$$
\sup _{\mathbf{R}^{2 n}}\left|\partial^{\alpha} p\right| \leq C^{1+|\alpha|}(\alpha!)^{s}
$$

for all $\alpha \in \mathbf{N}^{2 n}$ and for some constant $C>0$. Prove again an estimate similar to the one of Corollary 3.5 .25 but with $e^{\psi / h}$ replaced by $e^{\psi / h^{\frac{1}{s}}}$.
6. Levi-Mizohata Uniqueness Theorem - In 1 dimension, one considers for $h>0$ the differential operator $A=h D_{t}+i t$.
(i) Determinate all the solutions $u \in \mathcal{D}^{\prime}(\mathbf{R})$ of the equation $A u=0$, and show that the only one that belongs to $L^{2}(\mathbf{R})$ is the trivial one. Is it still true when $A$ is replaced by $B=h D_{t}-i t$ ?
(ii) Now we try to find a generalization of this result. Let $p=p(x, \xi) \in$ $S_{2 n}(1)$, and denote $p_{1}=\operatorname{Re} p$ and $p_{2}=\operatorname{Im} p$. We assume that there exists some $\delta>0$ such that for all $(x, \xi) \in \mathbf{R}^{2 n}$ the following implication is true:

$$
\begin{equation*}
|p(x, \xi)| \leq \delta \Longrightarrow\left\{p_{1}, p_{2}\right\}(x, \xi) \geq \delta \tag{3.5.1}
\end{equation*}
$$

where $\{.,$.$\} is the Poisson bracket. We set P=O p_{h}^{W}(p)$ and $P_{j}=$ $O p_{h}^{W}\left(p_{j}\right) \quad(j=1,2)$, and we denote by $T$ the global FBI transform defined in (3.1.1).
(ii.a) Prove the a priori estimate

$$
\|P u\|^{2}=\left\|P_{1} u\right\|^{2}+\left\|P_{2} u\right\|^{2}+h\left\langle\left\{p_{1}, p_{2}\right\} T u, T u\right\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)}+\mathcal{O}\left(h^{2}\|u\|^{2}\right)
$$

uniformly with respect to $h>0$ small enough and $u \in L^{2}\left(\mathbf{R}^{n}\right)$. (The norms without index are those in $L^{2}\left(\mathbf{R}^{n}\right)$.)
(ii.b) We set $\Sigma_{\delta}=\left\{(x, \xi) \in \mathbf{R}^{2 n} ;|p(x, \xi)| \leq \delta\right\}$, and $\Sigma_{\delta}^{C}$ its complement in $\mathbf{R}^{2 n}$. Show that if $p$ satisfies (3.5.1), then there exists $C_{\delta}>0$ such that for all $h>0$ and for all $u \in L^{2}\left(\mathbf{R}^{n}\right)$ one has

$$
\begin{aligned}
& \left\|P_{1} u\right\|^{2}+\left\|P_{2} u\right\|^{2}+h\left\langle\left\{p_{1}, p_{2}\right\} T u, T u\right\rangle_{L^{2}\left(\mathbf{R}^{2 n}\right)} \\
& \geq \max \left\{\frac{1}{C_{\delta}}\|T u\|_{\Sigma_{\delta}^{C}}^{2}-C_{\delta} h\|T u\|_{\Sigma_{\delta}}^{2} ; \quad \frac{h}{C_{\delta}}\|T u\|_{\Sigma_{\delta}}^{2}-C_{\delta} h\|T u\|_{\Sigma_{\delta}^{C}}^{2}\right\} .
\end{aligned}
$$

(ii.c) Deduce from (ii.a) and (ii.b) that if $p$ satisfies (3.5.1), then for $h>0$ small enough one has the implication

$$
\begin{array}{r}
\left.u \in \begin{array}{l}
L^{2}\left(\mathbf{R}^{n}\right) \\
\\
P u=0
\end{array}\right\} \Longrightarrow u=0 . . . ~ \tag{3.5.2}
\end{array}
$$

(ii.d) Let $Q=h D_{t}+i t O p^{W}(a)$ with $a=a(x, \xi) \in S_{2 n}(1)$ elliptic and positive. Reducing to $S_{2 n}(1)$ by multiplying $Q$ with a convenient operator, show that the implication (3.5.2) with $P$ replaced by $Q$ (and $n$ replaced by $n+1$ ) is true.
7. Calculate the second term $\widetilde{p}_{1}$ in Corollary 3.5 .29 when $t=\frac{1}{2}$. (Hint: Notice that when $t=\frac{1}{2}$, then $r_{2}=0$ in the proof of Theorem 3.5.23. The final result is: $\widetilde{p}_{1}=-\frac{1}{4} \Delta p$.)
8. Agmon Estimates - Let $p \in S_{2 n}(1)$ be such that $p(x, \xi)$ extends holomorphycally with respect to $\xi$ near $\left\{\xi \in \mathbf{C}^{n} ;|\operatorname{Im} \xi| \leq c_{0}\right\}$ for some $c_{0}>0$, and remains bounded there together with all its derivatives. Let also $\varphi=\varphi(x)$ be a real-valued smooth function on $\mathbf{R}^{n}$, bounded together with all its derivatives, and satisfying $|\nabla \varphi| \leq c_{0}$. We set $P=\mathrm{Op}_{h}^{W}(p)$.
(i) Making a change of contour of integration, prove that the operator $P_{\varphi}:=e^{\varphi / h} P e^{-\varphi / h}$ is an $h$-pseudodifferential operator with symbol $p_{\varphi}(x, \xi, h)=p(x, \xi+i \nabla \varphi(x))+\mathcal{O}(h)$ in $S_{2 n}(1)$.
(ii) Using Corollary 3.5.29, deduce from (i) that for all $u \in L^{2}\left(\mathbf{R}^{n}\right)$ one has
$\left\langle e^{\varphi / h} P u, e^{\varphi / h} u\right\rangle=\left\langle p(x, \xi+i \nabla \varphi(x)) T e^{\varphi / h} u, T e^{\varphi / h} u\right\rangle+\mathcal{O}\left(h\left\|e^{\varphi / h} u\right\|^{2}\right)$
uniformly with respect to $h$ small enough and $u \in L^{2}\left(\mathbf{R}^{n}\right)$. (Hint:
Just rewrite $\left\langle e^{\varphi / h} P u, e^{\varphi / h} u\right\rangle=\left\langle P_{\varphi} v, v\right\rangle$ with $v=e^{\varphi / h} u$.)
(iii) Give a generalization of the previous estimate when $p \in S_{2 n}\left(\langle\xi\rangle^{m}\right)$ with $m \geq 1$.
(iv) In the particular case of the Schrödinger operator $P_{V}=-h^{2} \Delta+$ $V(x)$ with $V \in S_{n}(1)$, deduce for $h$ small enough the following inequality:
$\operatorname{Re}\left\langle e^{\varphi / h} P_{V} u, e^{\varphi / h} u\right\rangle \geq\left\langle\left(V(x)-|\nabla \varphi(x)|^{2}\right) e^{\varphi / h} u, e^{\varphi / h} u\right\rangle-C h\left\|e^{\varphi / h} u\right\|^{2}$,
where $C$ is some positive constant.
(v) Make $e^{\varphi / h} P_{V} e^{-\varphi / h}$ explicit by a direct computation, and deduce that one actually has the so-called Agmon inequality:

$$
\operatorname{Re}\left\langle e^{\varphi / h} P_{V} u, e^{\varphi / h} u\right\rangle \geq\left\langle\left(V(x)-|\nabla \varphi(x)|^{2}\right) e^{\varphi / h} u, e^{\varphi / h} u\right\rangle .
$$

(vi) If $u \in L^{2}\left(\mathbf{R}^{n}\right)$ satisfies $P_{V} u=E u$ for some $E \in \mathbf{R}$, and $\|u\|=1$, then deduce from (v) (or even from (iv)) that for any $\varepsilon>0$ and any $\varphi$ such that $|\nabla \varphi(x)|^{2} \leq V(x)-E-\varepsilon$ on $\operatorname{Supp} \varphi$, one has $\left\|e^{\varphi / h} u\right\|=\mathcal{O}(1)$ uniformly as $h \rightarrow 0_{+}$(Agmon estimates).

Note: This type of estimate has been used by many authors to obtain precise exponential decay of eigenfunctions of Schrödinger operators, see, e.g., [Ag, BrCoDu, He1, HeSj1, HeSj2, HiSi, Si]. In particular, when $V$ admits a nondegenerate minimum at some point $x_{0}$, such estimates make it possible to get the WKB asymptotics near $x_{0}$ (i.e., asymptotics of the form $\left(\sum a_{j}(x) h^{j}\right) e^{-\varphi / h}$ as in Exercise 6 of Chapter 2) of the first eigenfunctions of $P_{V}([\mathrm{He} 1, \mathrm{HeSj} 1])$.
9. Rewrite Theorem 3.5.23 when $T$ is replaced by $T_{A}$ defined in (3.4.1). In particular, calculate $\widetilde{p}_{0}$ of Corollary 3.5.25 explicitly when $A=\mu I$ with $\mu>0$.
Answer: $\widetilde{q}_{0}(x, \xi)$ becomes

$$
q\left(x, \xi, \xi-\left(A_{1}+A_{2} A_{1}^{-1} A_{2}\right) \partial_{\xi} \psi-A_{2} A_{1}^{-1} \partial_{x} \psi, A_{1}^{-1} \partial_{x} \psi+A_{1}^{-1} A_{2} \partial_{\xi} \psi\right)
$$

and when $A=\mu I$, then $\widetilde{p}_{0}$ becomes

$$
p\left(x-\mu^{-1} \partial_{x} \psi-i \partial_{\xi} \psi, \xi+i \partial_{x} \psi-\mu \partial_{\xi} \psi\right) .
$$

Note: In the case where $\psi=\psi(x)$ does not depend on $\xi$, and $\mu$ is taken very large, then the previous $\widetilde{p}_{0}$ becomes arbitrarily close to $p\left(x, \xi+i \partial_{x} \psi\right)$, which is the quantity appearing in the Agmon estimates (see Exercise 8 above).
10. Semiclassical Measures - Let $u=\left(u_{h}\right)_{h \in\left(0, h_{0}\right]}$ be a family of functions in $L^{2}\left(\mathbf{R}^{n}\right)$ such that $\left\|u_{h}\right\|_{L^{2}}=1$ (so that $\left|T_{h} u_{h}(x, \xi)\right|^{2} d x d \xi$ is a probability measure on $L^{2}\left(\mathbf{R}^{2 n}\right)$, where $T_{h}$ denotes the $h$-dependent FBI transform defined in (3.1.1)). An ( $h$-independent) probability measure $d \mu$ on $\mathbf{R}^{2 n}$ is called a semiclassical measure of $u$ if there exists some sequence $\left(h_{j}\right)_{j \in \mathbf{N}}$ converging to $0_{+}$such that

$$
\left|T_{h_{j}} u_{h_{j}}(x, \xi)\right|^{2} d x d \xi \rightarrow d \mu \text { weakly, as } j \rightarrow+\infty
$$

(The function $|T u(x, \xi)|^{2}$ is called the Husimi function attached to $u$.)
(i) Let $d \mu$ be a semiclassical measure of $u$, corresponding to a sequence $\left(h_{j}\right)_{j \in \mathbf{N}}$ converging to $0_{+}$, and let $A\left(x, h D_{x}\right)$ denote a semiclassical pseudodifferential operator admitting a principal symbol $a_{0} \in S_{2 n}(1)$. Using Corollary 3.5 .25 with $\psi=0$, prove that

$$
\begin{equation*}
\left\langle A\left(x, h_{j} D_{x}\right) u_{h_{j}}, u_{h_{j}}\right\rangle_{L^{2}} \rightarrow \int_{\mathbf{R}^{2 n}} a_{0}(x, \xi) d \mu(x, \xi) \quad(j \rightarrow+\infty) . \tag{3.5.3}
\end{equation*}
$$

Conversely, prove that if the property (3.5.3) is true for all $a \in$ $S_{2 n}(1)$, then $d \mu$ is a semiclassical measure of $u$.
(ii) Assume that $u$ is a solution of the equation $P u=0$, where $P=$ $P\left(x, h D_{x}\right)$ is a semiclassical pseudodifferential operator admitting a principal symbol $p_{0} \in S_{2 n}(1)$. Applying (i) with $A\left(x, h D_{x}\right) \circ$ $P\left(x, h D_{x}\right)$ instead of $A\left(x, h D_{x}\right)$, prove that if $d \mu$ is a semiclassical measure of $u$, then it satisfies $p_{0} d \mu=0$.
(iii) Assume now that $u_{h}=u_{h}(t) \in C^{1}\left(\mathbf{R}_{t} ; L^{2}\left(\mathbf{R}^{n}\right)\right)$ is solution of

$$
\left\{\begin{array}{l}
\left(h D_{t}+P_{h}\right) u_{h}=0, \\
\left.u_{h}\right|_{t=0}=v_{h}
\end{array}\right.
$$

with $P_{h}=\mathrm{Op}_{h}^{W}(p), p \in S_{2 n}(1)$ real-valued, $p=p_{0}+\mathcal{O}(h)$ in $S_{2 n}(1)$ ( $p_{0}$ independent of $h$ ), and $\left\|v_{h}\right\|_{L^{2}}=1$. Assume, moreover, that $v$ admits a semiclassical measure $d \nu$ corresponding to a sequence $\left(h_{j}\right)_{j \in \mathbf{N}}$. Then prove that for all $t \in \mathbf{R}, u(t)$ admits a semiclassical measure $d \mu_{t}$ corresponding to the same sequence $\left(h_{j}\right)_{j \in \mathbf{N}}$, and that it satisfies

$$
\left\{\begin{array}{l}
\partial_{t}\left(d \mu_{t}\right)+\left\{p_{0}, d \mu_{t}\right\}=0  \tag{3.5.4}\\
d \mu_{0}=d \nu
\end{array}\right.
$$

(Hint: Use the equation to show that for all pseudodifferential operator $A=A\left(x, h D_{x}\right)$ one has $h D_{t}\langle A u, u\rangle=\left\langle\left[P_{h}, A\right] u, u\right\rangle$, and deduce that any weak limit $d \mu_{t}$ of a subsequence of $\left|T_{h_{j}} u_{h_{j}}(x, \xi)\right|^{2} d x d \xi$ is a solution of (3.5.4); then conclude by observing that the system (3.5.4) admits a unique solution.)
(iv) In the particular case where $u_{h}$ (independent of $t$ ) is a solution of $P_{h} u_{h}=0$, deduce from (iii) a result of propagation for the semiclassical measures of $u$.

Note: For further results on the semiclassical measures, one may consult, e.g., $[\mathrm{GeP}]$.
11. Lagrangian States - An $h$-dependent function $u \in L^{2}\left(\mathbf{R}^{n}\right)$ is called Lagrangian if it can be written in the form $I_{\varphi}(a)$ defined in (2.4.8) with the conditions (2.4.6) and (2.4.7).
(i) In this case, prove that

$$
\operatorname{FS}(u) \subset\left\{\left(x, \nabla_{x} \varphi(x, \theta)\right) ; \nabla_{\theta} \varphi(x, \theta)=0\right\} .
$$

(ii) If, moreover, $a \in S_{n+n^{\prime}}^{\text {hol }}\left(\langle\theta\rangle^{m}\right)$ and $\varphi(x, \theta)$ is analytic in a complex strip around $\mathbf{R}^{n+n^{\prime}}$, prove that

$$
\operatorname{MS}(u) \subset\left\{\left(x, \nabla_{x} \varphi(x, \theta)\right) ; \nabla_{\theta} \varphi(x, \theta)=0\right\} .
$$

Hint: In the expression of $T_{\mu} u(x, \xi)$ with $\mu>0$ large enough, write that $\varphi(y, \theta)=\varphi(x, \theta)+(y-x) \nabla_{x} \varphi(x, \theta)+\mathcal{O}\left(|x-y|^{2}\right)$; then use the operator $L=\left(1+\frac{\left|\nabla_{\theta} \varphi\right|^{2}}{h^{2}}\right)^{-1}\left(1+\frac{1}{h} \nabla_{\theta} \varphi \cdot D_{\theta}\right)$ to make integrations by parts near a point $x$ for which $\nabla_{\theta} \varphi(x, \theta) \neq 0$ for all $\theta$; finally, make integrations by parts with respect to $y$ in the $C^{\infty}$ case, or make a change of contour of integration with respect to $y$ in the analytic case, when $\xi \neq \nabla_{x} \varphi(x, \theta)$.

Note: $I_{\varphi}(a) \in L^{2}$ if, e.g., $\left|\nabla_{\theta} \varphi\right| \geq\left(\langle\theta\rangle^{\rho}+\langle x\rangle^{\rho}\right) / C$, or if $a=a(x) \in L^{2}$.
12. Give a result of microlocal decay at infinity, by using a sequence of bounded weight functions $\left(\psi_{j}\right)_{j \in \mathbf{N}}$ converging at infinity toward an unbounded function $\psi$ (but with bounded gradient).
13. Do the same as in the previous exercise, but this time assuming only that Hess $\psi$ is uniformly bounded (together with all its derivatives) and sufficiently small, while $p$ is holomorphic (and admits symbol-type estimates) in a complex sector of the form

$$
\mathcal{S}_{\delta}=\left\{(x, \xi) \in \mathbf{C}^{2 n} ;|\operatorname{Im}(x, \xi)|<\delta\langle\operatorname{Re}(x, \xi)\rangle\right\}
$$

with $\delta>0$.
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