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Expansion of Filtrations

1 Introduction

By an expansion of the filtration F = (Ft)t≥0, we mean that we expand the
filtration F to get a new filtration H = (Ht)t≥0 which satisfies the usual
hypotheses and Ft ⊂ Ht, each t ≥ 0. There are three questions we wish
to address: (1) when does a specific, given semimartingale remain a semi-
martingale in the enlarged filtration; (2) when do all semimartingales remain
semimartingales in the enlarged filtration; (3) what is a new decomposition of
the semimartingale for the new filtration.

The subject of the expansion of filtrations began with a seminal paper
of K. Itô in 1976 (published in [104] in 1978), when he showed that if B
is a standard Brownian motion, then one can expand the natural filtration
F = (Ft)t≥0 of B by adding the σ-algebra generated by the random variable
B1 to all Ft of the filtration, including of course F0. He showed that B remains
a semimartingale for the expanded filtration, he calculated its decomposition
explicitly, and he showed that one has the intuitive formula

B1

∫ t

0

HsdBs =
∫ t

0

B1HsdBs

for any bounded F predictable process H where the integral on the left is
computed with the original filtration, and the integral on the right is computed
using the expanded filtration. Obviously such a result is of interest only for
0 ≤ t ≤ 1. We will establish this formula more generally for Lévy processes in
Sect. 2.

The second advance for the theory of the expansion of filtrations was a
flurry of papers in 1978: partly inspired by a question posed by P.A. Meyer, M.
Yor in France wrote [264], where he began the study of progressive expansion
of filtrations. This was quickly followed by two other papers in collaboration
with Th. Jeulin [121] and [122], while at the same time in England M. Bar-
low [9] was developing answers to similar questions posed by David Williams.
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They considered the problem that if L is a positive random variable, and one
expands the filtration in a minimal way to make L a stopping time (this type of
expansion is called progressive expansion), what conditions ensure that semi-
martingales remain semimartingales for the expanded filtration? This type of
question is the topic of Sect. 3.

Th. Jeulin, in his thesis (1979), later expanded in Springer Lecture Notes
in Math. 833 [119], systematically studied both initial and progressive expan-
sions. Later Th. Jeulin and M. Yor, as editors of Springer Lecture Notes in
Math. 1118 [124], gathered many papers about the subject, including a num-
ber of applications to path decompositions of Markov processes in particular.
See [125] for an overview.

2 Initial Expansions

Throughout this section we assume given an underlying filtered probability
space (Ω,F , (Ft)t≥0, P ) which satisfies the usual hypotheses. As in previous
chapters, for convenience we denote the filtration (Ft)t≥0 by the symbol F.

The most elementary result on the expansion of filtrations is due to Jacod
and was established in Chap. II (Theorem 5). We recall it here.

Theorem 1 (Jacod’s Countable Expansion). Let A be a collection of
events in F such that if Aα, Aβ ∈ A then Aα ∩Aβ = φ, α 	= β. Let Ht be the
filtration generated by Ft and A. Then every ((Ft)t≥0, P ) semimartingale is
an ((Ht)t≥0, P ) semimartingale also.

We also record a trivial observation as a second elementary theorem.

Theorem 2. Let X be a semimartingale with decomposition X = M + A
and let G be a σ-algebra independent of the local martingale term M . Let H

denote the filtration obtained by expanding F with the one σ-algebra G (that
is, H0

t = Ft ∨ G, each t ≥ 0 and Ht = H0
t+). Then X is an H semimartingale

with the same decomposition.

Proof. Since the local martingale M remains a local martingale under H, the
theorem follows. ��

We now turn to Lévy processes and an extension of Itô’s first theorem. Let
Z be a given Lévy process on our underlying space, and define H = (Ht)t≥0

to be the smallest filtration satisfying the usual hypotheses, such that Z1 is
H0 measurable and Ft ⊂ Ht for all t ≥ 0.

Theorem 3 (Itô’s Theorem extended to Lévy Processes). The Lévy
process Z is an H semimartingale. If moreover E{|Zt|} < ∞, all t ≥ 0, then
the process

Mt = Zt −
∫ t∧1

0

Z1 − Zs

1− s
ds

is an H martingale on [0,∞).
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Proof. We begin by assuming E{Z2
t } <∞, each t > 0. Without loss of gener-

ality we can further assume E{Zt} = 0. Since Z has independent increments,
we know Z is an F martingale. Let 0 ≤ s < t ≤ 1 be rationals with s = j/n
and t = k/n. We set

Yi = Z i+1
n
− Z i

n
.

Then Z1 − Zs =
∑n−1

i=j Yi and Zt − Zs =
∑k−1

i=j Yi. The random variables Yi

are i.i.d. and integrable. Therefore

E{Zt − Zs|Z1 − Zs} = E{
k−1∑

i=j

Yi|
n−1∑

i=j

Yi} =
k − j

n− j

n−1∑

i=j

Yi

=
t− s

1− s
(Z1 − Zs).

The independence of the increments of Z yields E{Zt − Zs|Hs} = E{Zt −
Zs|Z1 − Zs}; therefore E{Zt − Zs|Hs} = t−s

1−s (Z1 − Zs) for all rationals, 0 ≤
s < t ≤ 1. Since Z is an F martingale, the random variables (Zt)0≤t≤1 are
uniformly integrable, and since the paths of Z are right continuous, we deduce
E{Zt − Zs|Hs} = t−s

1−s (Z1 − Zs) for all reals, 0 ≤ s < t ≤ 1. By Fubini’s
Theorem for conditional expectations the above gives

E{Mt −Ms|Hs} = E{Zt − Zs|Hs} −
∫ t

s

1
1− u

E{Z1 − Zu|Hs}du

=
t− s

1− s
(Z1 − Zs)−

∫ t

s

1
1− u

1− u

1− s
(Z1 − Zs)du

= 0.

There is a potential problem at t = 1 because of the possibility of an explo-
sion. Indeed this is typical of initial enlargements. However if we can show
E{

∫ 1

0
|Z1−Zs|

1−s ds} < ∞ this will suffice to rule out explosions. By the sta-
tionarity and independence of the increments of Z we have E{|Z1 − Zs|} ≤
E{(Z1 − Zs)2}

1
2 ≤ a(1 − s)

1
2 for some constant a and for all s, 0 ≤ s ≤ 1.

Therefore E{
∫ 1

0
|Z1−Zs|

1−s ds} ≤ a
∫ 1

0

√
1−s

1−s ds < ∞. Note that if t > 1 then

Ft = Ht, and it follows that M is a martingale. Since Zt = Mt +
∫ 1

0
Z1−Zs

1−s ds
we have that Z is a semimartingale.

Next suppose only that E{|Zt|} < ∞, t ≥ 0 instead of Z being in L2 as
we assumed earlier. We define

J1
t =

∑

0<s≤t

∆Zs1{∆Zs>1} and J2
t =

∑

0<s≤t

∆Zs1{∆Zs<−1}.

(Since Z has càdlàg paths a.s. for each ω there are at most a finite number of
jumps bigger than a fixed size on each compact time set; hence each J i

t is finite
a.s.) By the results of Chap. I on Lévy processes we have that Yt = Zt−J1

t +J2
t



366 VI Expansion of Filtrations

is a Lévy process with bounded jumps, and hence it is square integrable.
Additionally, the processes Y , J1, and J2 are jointly independent.

Combining these facts with the preceding proof yields

Nt = Yt −
∫ t

0

Y1 − Ys

1− s
ds

is an H
′

martingale, where H
′

is the smallest right continuous filtration ob-
tained by expanding F with (Y1, J

1
1 , J2

1 ). Note that H ⊂ H
′
. The same argu-

ment, plus the observation that since J i does not jump at time t = 1 and is
therefore constant in a (random) neighborhood of 1, which in turn yields that
∫ 1

0
|Ji

1−Ji
s|

1−s ds < ∞ a.s., shows that (J i
t−

∫ t

0
Ji
1−Ji

s

1−s ds)t≥0 is a local martingale for

H
′
. Moreover it is a martingale for H

′
as soon as E{

∫ 1

0
|Ji

1−Ji
s|

1−s ds} < ∞. But
the function t �→ E{J i

t} = ait for all i by the stationarity of the increments.
Hence

E{
∫ 1

0

|J i
1 − J i

s|
1− s

ds} = |E{
∫ 1

0

J i
1 − J i

s

1− s
ds}| = |

∫ 1

0

E{J i
1 − J i

s

1− s
}ds|

= |ai|
∫ 1

0

1− s

1− s
ds

= |ai| < ∞.

Since Y , J1, and J2 are all independent, we conclude that M is an H
′
martin-

gale. Since M is adapted to H, by Stricker’s Theorem it is also an H martingale,
and thus Z is an H semimartingale.

Finally we drop all integrability assumptions on Z. We let

J1
t =

∑

0<s≤t

∆Zs1{|∆Zs|>1} and also Xt = Zt − J1
t .

Then X is also a Lévy process, and since X has bounded jumps it is in Lp

for all p ≥ 1, and in particular E{X2
t } < ∞, each t ≥ 0. Let H(X1) denote

F expanded by the adjunction of the random variable X1. Let K = H(X1) ∨
H(J1

1 ), the filtration generated by H(X1) and H(J1
1 ). Then H(Z1) ⊂ K. But

X is a semimartingale on H(X1), and since J1 is independent of X we have
by Theorem 2 that X is a (K, P ) semimartingale. Therefore by Stricker’s
Theorem, X is an (H, P ) semimartingale; and since J1

t is a finite variation
process adapted to H we have that Z is an (H, P ) semimartingale as well. ��

The most important example of the above theorem is that of Brownian
motion, which was Itô’s original formula. In this case let H = H(B1), and we
have as a special case the H decomposition of Brownian motion:

Bt = (Bt −
∫ t

0

B1 −Bs

1− s
ds) +

∫ t

0

B1 −Bs

1− s
ds = βt +

∫ t

0

B1 −Bs

1− s
ds.
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Note that the martingale β in the decomposition is continuous and has
[β, β]t = t, which by Lévy’s theorem gives that β is also a Brownian mo-
tion. A simple calculation gives Itô’s original formula, for a process H which
is F predictable:

B1

∫ t

0

HsdBs = B1

∫ t

0

Hsdβs + B1

∫ t

0

Hs
B1 −Bs

1− s
ds

=
∫ t

0

B1Hsdβs +
∫ t

0

B1Hs
B1 −Bs

1− s
ds

=
∫ t

0

B1HsdBs

where since the random variable B1 is H0 measurable, it can be moved inside
the stochastic integral. We can extend this theorem with a simple iteration;
we omit the fairly obvious proof.

Corollary. Let Z be a given Lévy process with respect to a filtration F, and
let 0 = t0 < t1 < · · · < tn < ∞. Let H denote the smallest filtration satis-
fying the usual hypotheses containing F and such that the random variables
Zt1 , . . . , Ztn

are all H0 measurable. Then Z is an H semimartingale. If we
have a countable sequence 0 = t0 < t1 < · · · < tn < · · · , we let τ = supn tn,
with H the corresponding filtration. Then Z is an H semimartingale on [0, τ).

We next give a general criterion (Theorem 5) to have a local martingale
remain a semimartingale in an expanded filtration. (Note that a finite varia-
tion process automatically remains one in the larger filtration, so the whole
issue is what happens to the local martingales.) We then combine this theo-
rem with a lemma due to Jeulin to show how one can expand the Brownian
filtration. Before we begin let us recall that a process X is locally integrable
if there exist a sequence of stopping times (Tn)n≥1 increasing to ∞ a.s. such
that E{|XTn

1{Tn>0}|} < ∞ for each n. Of course, if X0 = 0 this reduces to
the condition E{|XTn

|} <∞ for each n.

Theorem 4. Let M be an F local martingale and suppose M is a semimartin-
gale in an expanded filtration H. Then M is a special semimartingale in H.

Proof. First recall that any local martingale is a special semimartingale. In
particular the process M∗

t = sups≤t |Ms| is locally integrable (see Theorem 37
of Chap. III), and this of course remains locally integrable in the expanded
filtration H, since stopping times remain stopping times in an expanded fil-
tration. Since M is an H semimartingale by hypothesis, it is special because
M∗

t is locally integrable (see Theorem 38 of Chap. III). ��

Theorem 5. Let M be an F local martingale, and let H be predictable such
that

∫ t

0
H2

s d[M,M ]s is locally integrable. Suppose H is an expansion of F such
that M is an H semimartingale. Then M is a special semimartingale in H



368 VI Expansion of Filtrations

and let M = N + A denote its canonical decomposition. The stochastic inte-
gral process (

∫ t

0
HsdMs)t≥0 is an H semimartingale if and only if the process

(
∫ t

0
HsdAs)t≥0 exists as a path-by-path Lebesgue-Stieltjes integral a.s.

Proof. First assume that E{
∫∞
0

H2
s d[M,M ]s} <∞, which implies that H ·M

(where H · M denotes the stochastic integral process (
∫ t

0
HsdMs)t≥0) is a

square integrable martingale, and hence by Theorem 4 it is a special semi-
martingale in the H filtration. Let M = N + A be the canonical H de-
composition of M , and it follows that H · M = H · N + H · A is the
canonical H decomposition of H · M . By the lemma following Theorem 23
of Chap. IV we have E{

∫∞
0

H2
s d[N,N ]s} ≤ E{

∫∞
0

H2
s d[M,M ]s} < ∞ and

E{
∫∞
0

H2
s d[A,A]s} ≤ E{

∫∞
0

H2
s d[M,M ]s} < ∞. This allows us to conclude

that H is (H2,M) integrable, calculated in the H filtration.
To remove the assumption E{

∫∞
0

H2
s d[M,M ]s} < ∞, we only need to

recall that H ·M is assumed to be locally square integrable, and thus take M
stopped at a stopping time Tn that makes H ·M square integrable, and we
are reduced to the previous case. ��

Theorem 6 (Jeulin’s Lemma). Let R be a positive, measurable stochas-
tic process. Suppose for almost all s, Rs is independent of Fs; and the law
(or distribution) of Rs is µ which is independent of s, with µ({0}) = 0 and
∫∞
0

xµ(dx) < ∞. If a is a positive predictable process with
∫ t

0
asds < ∞ a.s.

for each t, then the two sets below are equal almost surely:

{
∫ ∞

0

Rsasds < ∞} = {
∫ ∞

0

asds < ∞} a.s.

Proof. We first show that {
∫∞
0

Rsasds < ∞} ⊂ {
∫∞
0

asds < ∞} a.s. Let A
be an event with P (A) > 0, and let J = 1A, Jt = E{J |Ft}, the càdlàg version
of the martingale. Let j = inft Jt. Then j > 0 on {J = 1}. We have a.s.

E{1ARt|Ft} =
∫ ∞

0

E{1A1{Rt>u}|Ft}du. (∗)

Consider next

E{1A1{Rt>u}|Ft} = E{(1A − 1{Rt≤u})+|Ft} ≥ (E{(1A − 1{Rt≤u})|Ft})+

by Jensen’s inequality, and this is equal to (E{1A|Ft} − µ(0, u])+, where µ is
the law of Rt. Continuing with (∗) we have

E{1ARt|Ft} ≥
∫ ∞

0

(E{1A|Ft} − µ(0, u])+du = Φ(E{1A|Ft}) = Φ(Jt),

where Φ(x) =
∫∞
0

(x − µ(0, u])+du. Note that Φ is increasing and continuous
on [0, 1], and Φ > 0 on (0, 1] because µ({0}) = 0.

Choose An = {
∫∞
0

Rsasds ≤ n} for the event A in the foregoing. Then
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∞ > nP (An) ≥ E{1An

∫ ∞

0

Rsasds} = E{
∫ ∞

0

1An
Rsasds}

= E{
∫ ∞

0

E{1An
Rs|Fs}asds} ≥ E{

∫ ∞

0

Φ(Js)asds},

which implies that
∫∞
0

Φ(Js)asds < ∞ a.s. But

∞ >

∫ ∞

0

Φ(Js)asds ≥ Φ(j)
∫ ∞

0

asds,

and therefore
∫∞
0

asds < ∞ a.s. on {J = 1}. That is,
∫∞
0

asds < ∞ a.s. on
An. Letting n tend to ∞ through the integers gives {

∫∞
0

Rsasds < ∞} ⊂
{
∫∞
0

asds < ∞} a.s. We next show the inverse inclusion. Let Tn = inf{t > 0 :
∫ t

0
asds > n}. Then Tn is a stopping time, and n ≥ E{

∫ Tn

0
asds}. Moreover

E{
∫ Tn

0

Rsasds} = E{
∫ Tn

0

E{Rs|Fs∧Tn
}asds}

= E{
∫ Tn

0

E{E{Rs|Fs}|Fs∧Tn
}asds} = E{

∫ Tn

0

E{Rs}asds}

= αE{
∫ Tn

0

asds} ≤ αn < ∞

where α is the expectation of Rs, which is finite and constant by hypothesis.
Therefore

∫ Tn

0
Rsasds < ∞ a.s. Let ω be in {

∫∞
0

asds < ∞}. Then there exists
an n (depending on ω) such that Tn(ω) =∞. Therefore we have the inclusion
{
∫∞
0

Rsasds < ∞} ⊃ {
∫∞
0

asds < ∞} a.s. and the proof is complete. ��

We are now ready to study the Brownian case. The next theorem gives
the main result.

Theorem 7. Let M be a local martingale defined on the standard space of
canonical Brownian motion. Let H be the minimal expanded filtration con-
taining B1 and satisfying the usual hypotheses. Then M is an H semimartin-
gale if and only if the integral

∫ 1

0
1√
1−s
|d[M,B]s| < ∞ a.s. In this case

Mt −
∫ t∧1

0
B1−Bs

1−s d[M,B]s is an H local martingale.

Proof. By the Martingale Representation Theorem we have that every F lo-
cal martingale M has a representation Mt = M0 +

∫ t

0
HsdBs, where H is

predictable and
∫ t

0
H2

s ds < ∞ a.s., each t > 0. By Theorem 5 we know
that M is an H semimartingale if and only if

∫ t

0
|Hs| |B1−Bs|

1−s ds is finite

a.s., 0 ≤ t ≤ 1. We take as = |Hs|√
1−s

, and Rs = 1{s<1}
|B1−Bs|√

1−s
. Then

∫ 1

0
|Hs| |B1−Bs|

1−s ds =
∫ 1

0
asRsds, which is finite only if

∫ 1

0
asds < ∞ a.s. by

Jeulin’s Lemma. Thus it is finite only if
∫ 1

0
|Hs|√
1−s

ds < ∞ a.s. But
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∫ 1

0

|Hs|√
1− s

ds =
∫ t

0

1√
1− s

|Hs| d[B,B]s =
∫ t

0

1√
1− s

d[|H| ·B,B]s

=
∫ t

0

1√
1− s

|d[H ·B,B]s| =
∫ t

0

1√
1− s

|d[M,B]s|.

and this completes the proof. ��

As an example, let 1/2 < α < 1, and define

Hs =
1√

1− s
(− ln(1− s))−α1{ 1

2 <s<1}.

Then H is trivially predictable and also
∫ 1

0
H2

s ds < ∞. However
∫ 1

0
Hs

1√
1−s

ds

is divergent. Therefore M = H ·B is an F local martingale which is not an H

semimartingale, by Theorem 7, where of course H = H(B1). Thus we conclude
that not all F local martingales (and hence a fortiori not all semimartingales)
remain semimartingales in the H filtration.

We now turn to a general criterion that allows the expansion of filtration
such that all semimartingales remain semimartingales in the expanded filtra-
tion. It is due to Jacod, and it is Theorem 10. The idea is surprisingly simple:
recall that for a càdlàg adapted process X to be a semimartingale, if Hn is a
sequence of simple predictable processes tending uniformly in (t, ω) to zero,
then we must have also that the stochastic integrals Hn · X tend to zero in
probability. If we expand the filtration by adding a σ-algebra generated by
a random variable L to the F filtration at time 0 (that is, σ{L} is added to
F0), then we obtain more simple predictable processes, and it is harder for
X to stay a semimartingale. We will find a simple condition on the random
variable L which ensures that this condition is not violated. This approach is
inherently simpler than trying to show there is a new decomposition in the
expanded filtration.

We assume that L is an (E, E)-valued random variable, where E is a stan-
dard Borel space1and E are its Borel sets, and we let H(L) denote the smallest
filtration satisfying the usual hypotheses and containing both L and the orig-
inal filtration F. When there is no possibility of confusion, we will write H

in place of H(L). Note that if Y ∈ H0
t = Ft ∨ σ{L}, then Y can be written

Y (ω) = G(ω,L(ω)), where (ω, x) �→ G(ω, x) is an Ft⊗E measurable function.
We next recall two standard theorems from elementary probability theory.

Theorem 8. Let Xn be a sequence of real-valued random variables. Then Xn

converges to 0 in probability if and only if limn→∞ E{min(1, |Xn|)} = 0.

A proof of Theorem 8 can be found in textbooks on probability (see for
example [114]).

1 (E, E) is a standard Borel space if there is a set Γ ∈ B, where B are the Borel
subsets of R, and an injective mapping φ : E → Γ such that φ is E measurable and
φ−1 is B measurable. Note that (Rn,Bn) are standard Borel spaces, 1 ≤ n ≤ ∞.
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We write 1∧|Xn| for min(1, |Xn|). Also, given a random variable L, we let
Qt(ω, dx) denote the regular conditional distribution of L with respect
to Ft, each t ≥ 0. That is, for any Λ ∈ E fixed, Qt(·, Λ) is a version of
E{1{L∈Λ}|Ft}, and for any fixed ω, Qt(ω, dx) is a probability on E . A second
standard elementary result is the following.

Theorem 9. Let L be a random variable with values in a standard Borel
space. Then there exists a regular conditional distribution Qt(ω, dx) which is
a version of E{1{L∈dx}|Ft}.

For a proof of Theorem 9 the reader can see, for example, Breiman [25,
page 79].

Theorem 10 (Jacod’s Criterion). Let L be a random variable with values
in a standard Borel space (E, E), and let Qt(ω, dx) denote the regular condi-
tional distribution of L given Ft, each t ≥ 0. Suppose that for each t there
exists a positive σ-finite measure ηt on (E, E) such that Qt(ω, dx) � ηt(dx)
a.s. Then every F semimartingale X is also an H(L) semimartingale.

Proof. Without loss of generality we assume Qt(ω, dx) � ηt(dx) surely. Then
by Doob’s Theorem on the disintegration of measures there exists an E ⊗ Ft

measurable function qt(x, ω) such that Qt(ω, dx) = qt(x, ω)ηt(dx). Moreover
since E{

∫
E

Qt(·, dx)} = E{E{1{Y ∈E}|Ft}} = P (Y ∈ E) = 1, we have

E{
∫

E

Qt(·, dx)} = E{
∫

E

qt(x, ω)ηt(dx)} =
∫

E

E{qt(x, ω)}ηt(dx) = 1.

Hence for almost all x (under ηt(dx)), we have qt(x, ·) ∈ L1(dP ).
Let X be an F semimartingale, and suppose that X is not an H(L) semi-

martingale. Then there must exist a u > 0 and an ε > 0, and a sequence Hn

of simple predictable processes for the H filtration, tending uniformly to 0 but
such that infn E{1 ∧ |Hn ·X|} ≥ ε. Let us suppose that tn ≤ u, and

Hn
t =

n−1∑

i=0

Jn
i 1(ti,ti+1](t)

with Jn
i ∈ Fti

∨ σ{L}. Hence Jn
i has the form gi(ω,L(ω)), where (ω, x) �→

gi(ω, x) is Fti
⊗ E measurable. Since Hn is tending uniformly to 0, we can

take without loss |Hn| ≤ 1/n, and thus we can also assume that |gi| ≤ 1/n.
We write

Hn,x
t (ω) =

n−1∑

i=0

gi(ω, x)1(ti,ti+1](t),

and therefore (x, ω) �→ Hn,x
t (ω) and (x, ω) �→ (Hn,x ·X)t(ω) are each E ⊗ Fu

measurable, 0 ≤ t ≤ u. Moreover one has clearly Hn·X = Hn,L·X. Combining
the preceding, we have
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E{1 ∧ |Hn ·Xu|} = E{
∫

E

(1 ∧ |Hn,x ·Xu|)Qu(·, dx)}

= E{
∫

E

(1 ∧ |Hn,x ·Xu|)qu(·, dx)ηu(dx)}

=
∫

E

E{(1 ∧ |Hn,x ·Xu|)qu(·, dx)}ηu(dx)

where we have used Fubini’s Theorem to obtain the last equality. However the
function hn(x) = E{(1 ∧ |Hn,x · Xu|)qu(·, x)} ≤ E{qu(·, x)} ∈ L1(dηu), and
since hn is non-negative, we have

lim
n→∞

E{1 ∧ |Hn ·Xu|} = lim
n→∞

∫

E

E{(1 ∧ |Hn ·Xu|)qu(·, x)}ηu(dx)

=
∫

E

lim
n→∞

E{(1 ∧ |Hn ·Xu|)qu(·, x)}ηu(dx) (∗)

by Lebesgue’s Dominated Convergence Theorem. However qu(·, x) ∈ L1(dP )
for a.a. x (under (dηu)), and if we define dR = cqu(·, x)dP to be another proba-
bility, then convergence in P -probability implies convergence in R-probability,
since R � P . Therefore limn→∞ ER{(1∧ |Hn,x ·Xu|)} = 0 as well, which im-
plies

0 = lim
n→∞

1
c
ER{(1 ∧ |Hn,x ·Xu|)}

= EP {(1 ∧ |Hn,x ·Xu|)qu(·, x)}
for a.a. x (under (dηu)) such that qu(·, x) ∈ L1(dP ). Therefore the limit of
the integrand in (∗) is zero for a.a. x (under (dηu)), and we conclude

lim
n→∞

E{(1 ∧ |Hn ·Xu|)} = 0,

which is a contradiction. Hence X must be a semimartingale for the filtration
H

0, where H0
t = Ft ∨ σ{L}. Let X = M + A be a decomposition of X under

H
0. Since H

0 need not be right continuous, the local martingale M need
not be right continuous. However if we define M̃t = Mt if t is rational; and
limu↘t,u∈Q M̃u if t is not rational; then M̃t is a right continuous martingale
for the filtration H where Ht =

⋂
u>tH0

u. Letting Ãt = Xt−M̃t, we have that
Xt = M̃t+Ãt is an H decomposition of X, and thus X is an H semimartingale.

��

A simple but useful refinement of Jacod’s Theorem is the following where
we are able to replace the family of measures ηt be a single measure η.

Theorem 11. Let L be a random variable with values in a standard Borel
space (E, E), and let Qt(ω, dx) denote the regular conditional distribution of L
given Ft, each t ≥ 0. Then there exists for each t a positive σ-finite measure
ηt on (E, E) such that Qt(ω, dx) � ηt(dx) a.s. if and only if there exists one
positive σ-finite measure η(dx) such that Qt(ω, dx) � η(dx) for all ω, each
t > 0. In this case η can be taken to be the distribution of L.
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Proof. It suffices to show that the existence of ηt for each t > 0 implies
the existence of η with the right properties; we will show that the dis-
tribution measure of L is such an η. As in the proof of Theorem 10 let
(x, ω) �→ qt(x, ω) be E ⊗ Ft measurable such that Qt(ω, dx) = qt(x, ω)ηt(dx).
Let at(x) = E{qt(x, ω)}, and define

rt(x, ω) =

{
qt(x,ω)
at(x) , if at(x) > 0,

0, otherwise.

Note that at(x) = 0 implies qt(x, ·) = 0 a.s. Hence, qt(x, ω) = rt(x, ω)at(x)
a.s.; whence rt(x, ω)at(x)ηt(dx) is also a version of Qt(ω, dx).

Let η be the law of L. Then for every positive E measurable function g we
have

∫

g(x)η(dx) = E{g(L)} = E{
∫

E

g(x)Qt(·, dx)}

= E{
∫

E

g(x)qt(x, ·)ηt(dx)}

=
∫

E

g(x)E{qt(x, ·)}ηt(dx)

=
∫

E

g(x)at(x)ηt(dx)

from which we conclude that at(x)ηt(dx) = η(dx). Hence, Qt(ω, dx) =
rt(ω, x)η(dx), and the theorem is proved. ��

We are now able to re-prove some of the previous theorems, which can be
seen as corollaries of Theorem 11.

Corollary 1 (Independence). Let L be independent of the filtration F.
Then every F semimartingale is also an H(L) semimartingale.

Proof. Since L is independent of Ft, E{g(L)|Ft} = E{g(L)} for any bounded,
Borel function g. Therefore

E{g(L)|Ft} =
∫

E

Qt(ω, dx)g(x) =
∫

E

η(dx)g(x) = E{g(L)},

from which we deduce Qt(ω, dx) = η(dx), and in particular Qt(ω, dx) � η(dx)
a.s., and the result follows from Theorem 11. ��

Corollary 2 (Countably-valued random variables). Let L be a random
variable taking on only a countable number of values. Then every F semi-
martingale is also an H(L) semimartingale.

Proof. Let L take on the values α1, α2, α3, . . .. The distribution of L is given
by η(dx) =

∑∞
i=1 P (L = αi)εαi

(dx), where εαi
(dx) denotes the point mass at
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αi. With the notation of Theorem 11, we have that the regular conditional
distribution of L given Ft, denoted Qt(ω, dx), has density with respect to η
given by

∑

j

P (L = αj |Ft)
P (L = αj)

1{x=αj}.

The result now follows from Theorem 11. ��

Corollary 3 (Jacod’s Countable Expansion). Let A = (A1, A2, . . . ) be
a sequence of events such that Ai ∩ Aj = ∅, i 	= j, all in F , and such that⋃∞

i=1 Ai = Ω. Let H be the filtration generated by F and A, and satisfying
the usual hypotheses. Then every F semimartingale is an H semimartingale.

Proof. Define L =
∑∞

i=1 2−i1Ai
. Then H = H(L) and we need only to apply

the preceding corollary. ��

Next we consider several examples.

Example 1 (Itô’s example). We first consider the original example of Itô,
where in the standard Brownian case we expand the natural filtration F with
σ{B1}. We let H denote H(B1). We have

E{g(B1)|Ft} = E{g(B1 −Bt + Bt)|Ft} =
∫

g(x + Bt)ηt(dx)

where ηt(dx) is the law of B1−Bt and where we have used that B1−Bt is in-
dependent of Ft. Note that ηt(dx) is a Gaussian distribution with mean 0 and
variance (1−t) and thus has a density with respect to Lebesgue measure. Since
Lebesgue measure is translation invariant this implies that Qt(ω, dx) � dx
a.s., each t < 1. However at time 1 we have E{g(B1)|F1} = g(B1), which yields
Q1(ω, dx) = ε{B1(ω)}(dx), which is a.s. singular with respect to Lebesgue mea-
sure. We conclude that any F semimartingale is also an H(B1) semimartingale,
for 0 ≤ t < 1, but not necessarily including 1. This agrees with Theorem 7
which implies that there exist local martingales in F which are not semimartin-
gales in H(B1).

Our next example shows how Jacod’s criterion can be used to show a
somewhat general, yet specific result on the expansion of filtrations.

Example 2 (Gaussian expansions). Let F again be the standard Brownian
filtration satisfying the usual hypotheses, with B a standard Brownian motion.
Let V =

∫∞
0

g(s)dBs, where
∫∞
0

g(s)2ds < ∞, g a deterministic function. Let
a = inf{t > 0 :

∫∞
t

g(s)2ds = 0}. If h is bounded Borel, then as in the previous
example

E{h(V )|Ft} = E{h(
∫ t

0

g(s)dBs +
∫ ∞

t

g(s)dBs)|Ft}

=
∫

h(
∫ t

0

g(s)dBs + x) ηt(dx),
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where ηt is the law of the Gaussian random variable
∫∞

t
g(s)dBs. If a = ∞,

then ηt is non-degenerate for each t, and ηt of course has a density with
respect to Lebesgue measure. Since Lebesgue measure is translation invariant,
we conclude that the regular conditional distribution of Qt(ω, dx) of V given
Ft also has a density, because

Qt(ω, h) = E{h(V )|Ft} =
∫

h(
∫ t

0

g(s)dBs + x)ηt(dx).

Hence by Theorem 10 we conclude that every F semimartingale is an H(V )
semimartingale.

Example 3 (expansion via the end of a stochastic differential equa-
tion). Let B be a standard Brownian motion and let X be the unique solution
of the stochastic differential equation

Xt = X0 +
∫ t

0

σ(Xs)dBs +
∫ t

0

b(Xs)ds

where σ and b are Lipschitz. In addition, assume σ and b are chosen so that
for h Borel and bounded,

E{h(X1)|Ft} =
∫

h(x)π(1− t,Xt, x)dx

where π(1 − t, u, x) is a deterministic function.2 Thus Qt(ω, dx) = π(1 −
t,Xt(ω), x)dx, and Qt(ω, dx) is a.s. absolutely continuous with respect to
Lebesgue measure if t < 1. Hence if we expand the Brownian filtration F

by initially adding X1, we have by Theorem 10 that every F semimartingale
is an H(X1) semimartingale, for 0 ≤ t < 1.

The mirror of initial expansions is that of filtration shrinkage. This has
not been studied to any serious extent. We include one result (Theorem 12
below), which can be thought of as a strengthening of Stricker’s Theorem,
from Chap. II. Recall that if X is a semimartingale for a filtration H, then it
is also a semimartingale for any subfiltration G, provided X is adapted to G,
by Stricker’s Theorem. But what if a subfiltration F is so small that X is not
adapted to it? This is the problem we address. We will deal with the optional
projection Z of X onto F.

Definition. Let H = (Ht)t≥0 be a bounded measurable process. It can be
shown that there exists a unique optional process oH, also bounded, such that
for any stopping time T one has

E{HT 1{T<∞}} = E{oHT 1{T<∞}}.

The process oH is called the optional projection of H.
2 Sufficient conditions are known for this to be true. These conditions involve X0

having a nice density, and requirements on the differentiability of the coefficients.
See, for example, [206] and [209].
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We remark that oHt = E{Ht|Ft} a.s. for each fixed time t, but the null set
depends on t. Therefore were we simply to write as a process (E{Ht|Ft})t≥0,
instead of oH, it would not be uniquely determined almost surely. This is why
we use the optional projection. The uniqueness follows from Meyer’s section
theorems, which are not treated in this book, so we ask the reader to accept
it on faith.

Definition. Let H = (Ht)t≥0 be a bounded measurable process. It can be
shown that there exists a predictable process pH, also bounded, such that for
any predictable stopping time T one has

E{HT 1{T<∞}} = E{pHT 1{T<∞}}.

The process pH is called the predictable projection of H.

It follows that for the optional projection, for each stopping time T we
have

oHT = E{HT |FT } a.s. on {T < ∞}
whereas for the predictable projection we have that

pHT = E{HT |FT−} a.s. on {T <∞}

for any predictable stopping time T . We can explicitly calculate the optional
and predictable projections in a special case. Let K be a bounded random
variable, and define Mt = E{K|Ft}, the a.s. right continuous (càdlàg) version
of the martingale. Let Ht = h(t)K, where h is Borel measurable and non-
random. Then of course H is not adapted, but it is simple to check that
oHt = h(t)Mt and pHt = h(t)Mt−. We begin our treatment with two simple
lemmas.

Lemma. Let F ⊂ G, and let X be a G martingale but not necessarily adapted
to F. Let Z denote the optional projection of X onto F. Then Z is an F

martingale.

Proof. Let s < t. Then

Zs = E{Xs|Fs} = E{E{Xt|Gs}|Fs} = E{E{Xt|Gt}|Fs} = E{Zt|Fs}

and the result follows. ��

The Azéma martingale, a projection of Brownian motion onto a subfil-
tration to which it is not adapted, is an example of the above lemma. The
projection of an increasing process, however, is a submartingale but not an
increasing process.

Lemma. Let F ⊂ G, and let X be a G supermartingale but not necessarily
adapted to F. Let Z denote the optional projection of X onto F. Then Z is
an F supermartingale.
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Proof. Let s < t. Then

Zs = E{Xs|Fs} ≥ E{E{Xt|Gs}|Fs} = E{Xt|Fs} = E{E{Xt|Ft}|Fs}
= E{Zt|Fs},

and the result follows. ��

The limitation of the two preceding lemmas is the need to require integra-
bility of the random variables Xt for each t ≥ 0. We can weaken this condition
by a localization procedure.

Definition. We say that a G semimartingale X starting at 0 is an F spe-
cial, G semimartingale if there is a sequence (Tn)n≥1 of F stopping times
increasing a.s. to ∞, and such that the stopped processes XTn can be written
in the form XTn = Mn + An where Mn is a G martingale with Mn

0 = 0
and where An has integrable variation over each [0, t], each t > 0, and with
A0 = 0.

Theorem 12 (Filtration Shrinkage). Let G be a given filtration and let F

be a subfiltration of G. Let X be an F special, G semimartingale. Then the F

optional projection of X, called Z, exists, and it is a special semimartingale
for the F filtration.

Proof. Without loss of generality we can assume Tn ≤ n for each n ≥ 1. We
set T0 = 0 and let Xn = XTn−XTn−1 , and Nn = MTn−MTn−1 with N0 = 0.
For each n there are two increasing processes Cn and Dn, each starting at 0,
with Xn = Nn + Cn −Dn, and moreover we can choose this decomposition
such that the following holds:

E{Cn
∞}+ E{Dn

∞}+ E{sup
t
|Nt|} < ∞,

and where t ≤ Tn−1 implies Cn
t = Dn

t = Nn
t = 0, and t ≥ Tn implies

Cn
t − Cn

Tn
= Dn

t −Dn
Tn

= Nn
t −Nn

Tn
= 0. The integrability condition implies

that the F optional projections of Cn, Dn, and Nn all exist and have càdlàg
versions. By the previous two lemmas the optional projection of Nn is an F

martingale, and those of Cn and Dn are F submartingales. Therefore letting
oXn, oNn, oCn, and oDn denote the respective F optional projections of Xn,
Nn, Cn, and Dn, we have that oXn =o Nn +o Cn−o Dn exists and is a special
F semimartingale.

Since Tn−1 and Tn are F stopping times, we have that also the F optional
projections oNn, oCn, and oDn and hence oXn are all null over the stochastic
interval [0, Tn−1] and constant over (Tn,∞). Then

∑
n≥1

oXn is a càdlàg
version of oX = Z and thus Z is a special F semimartingale. ��
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3 Progressive Expansions

We consider the case where we add a random variable gradually to a filtration
in order to create a minimal expanded filtration allowing it to be a stopping
time. Note that if the initial filtration F = (Ft)t≥0 is given by Ft = {∅,Ω}
for all t, then G = (Gt)t≥0 given by Gt = σ{L ∧ s; s ≤ t} is the smallest
expansion of F making L a stopping time. Note that Gt = σ{L ∧ t} as well.
Let L be a strictly positive random variable. Let Λ = {(t, ω) : t ≤ L(ω)}.
Then L = sup{t : (t, ω) ∈ Λ}. In this sense every positive random variable
is the end of a random set. Instead however let us begin with a random set
Λ ⊂ R+ × Ω and define L to be the end of the set Λ. That is,

L(ω) = sup{t : (t, ω) ∈ Λ}

where we use the (unusual) convention that sup(∅) = 0−, where {0−} is an
extra isolated point added to the non-negative reals [0,∞] and which can be
thought of as 0− < 0. We also define F0− = F0. The purpose of {0−} is to
distinguish between the events {ω : Λ(ω) = ∅} and {ω : Λ(ω) = {0}}, each of
which could potentially be added to the expanded filtration.

The smallest filtration expanding F and making the random variable L a
stopping time is G

0 defined by G0
t = Ft ∨ σ{L ∧ t}; but G

0 is not necessarily
right continuous. Thus the smallest expanded filtration making L a stopping
time and satisfying the usual hypotheses is G given by Gt =

⋂
u>t G0

u. Nev-
ertheless, it turns out that the mathematics is more elegant if we consider
expansions slightly more rich than the minimal ones. In order to distinguish
progressive expansions from initial ones, we will change the notation for the
expanded filtrations. Beginning with a filtered probability space satisfying
the usual hypotheses: (Ω,F , F, P ), where of course F denotes the filtration
(Ft)t≥0, and a random variable L, we define the expanded filtration to be F

L

and it is given by

Γ ∈ FL
t ⇐⇒ {Γ ∈ F and ∃ Γt ∈ Ft : Γ ∩ {L > t} = Γt ∩ {L > t}}.

This filtration is easily seen to satisfy the usual hypotheses, and also it makes
L into a stopping time. Thus G ⊂ F

L. There are two useful key properties the
filtration F

L enjoys.

Lemma. If H is a predictable process for F
L then there exists a process

J which is predictable for F such that H = J on [0, L]. Moreover, if T is
any stopping time for F

L then there exists an F stopping time S such that
S ∧ L = T ∧ L a.s.

Proof. Let Γ be an event in FL
t . Then events of the form (t,∞) × Γ form a

generating set for P(FL), the predictable sets for F
L. Let Hs = 1{(t,∞)×Γ}(s)

and then take J to be Js = 1(t,∞)×Γt
(s). The first result follows by an appli-

cation of the Monotone Class Theorem. For the stopping time T , note that it
suffices to take H = 1[0,T ], and let J be the F predictable process guaranteed
by the first half of this lemma, and take S = inf{t : Jt = 0}. ��
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We next define a measure µL on [0,∞]× Ω by

µL(J) = E{JL1{L>0−}}

for any positive, measurable process J . For such a measure µL there exists an
increasing process 1{t≥L} which is null at 0− but which can jump at both 0
and +∞. We will denote AL = (AL

t )t≥0, the (predictable) compensator
of 1{t≥L} for the filtration F. Therefore if J is an F predictable bounded
process we have

E{JL1{L>0−}} = E{
∫

[0,∞]

JsdAL
s }.

We now define what will prove to be a process fundamental to our analy-
sis. The process Z defined below was first used in this type of analysis by
J. Azéma [5]. Recall that if H is a (bounded, or integrable) F

L process, then
its optional projection oH onto the filtration F exists. We define

Zt =o 1{L>t}.

Note that 1{L>t} is decreasing, hence by the lemma preceding Theorem 12
we have that Z is an F supermartingale. We next prove a needed technical
result.

Theorem 13. The set {t : 0 ≤ t ≤ ∞, Zt− = 0} is contained in the set (L,∞]
and is negligible for the measure dAL.

Proof. Let T (ω) = inf{t ≥ 0 : Zt(ω) = 0, or Zt−(ω) = 0 for t > 0}. Then
it is a classic result for supermartingales that for almost all ω the function
t �→ Zt(ω) is null on [T (ω),∞]. (This result is often referred to as “a non-
negative supermartingale sticks at zero.”) Thus we can write {Z = 0} as the
stochastic interval [T,∞], and on [0, T ) we have Z > 0, Z− > 0. We have
E{AL

∞ − AL
T } = P (T < L) = E{ZT 1{T<∞}} = 0, hence dAL is carried by

[0, T ]. Note that since d1{L≥t} is carried by the graph of L, written [L], we have
L ≤ T , and hence we have Z > 0, Z− > 0 on [0, L). Next observe that the set
{Z− = 0} is predictable, hence 0 = E{1{Zt−=0}d1{L>t}} = E{1{Zt−=0}dAL

t }
and hence {Z− = 0} is negligible for dAL. Note that this further implies that
P (ZL− > 0) = 1, and again that {Z− = 0} ⊂ (L,∞]. ��

We can now give a description of martingales for the filtration F
L, as

long as we restrict our attention to processes stopped at the time L. What
happens after L is more delicate. For a bounded process J we let pJ denote its
predictable projection, as defined on page 376. This definition can be extended
to integrable processes, where by an integrable process we mean a process
J such that E{|JT |} <∞ for every bounded stopping time T .

Theorem 14. Let Y be a random variable with E{|Y |} < ∞. A right con-
tinuous version of the martingale Yt = E{Y |FL

t } is given by the formula
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Yt =
1
Zt

o(Y 1{t<L}) + Y 1{t≥L}.

Moreover the left continuous version Y− is given by

Yt− =
1

Zt−
p(Y 1(0,L]) + Y 1(L,∞).

Proof. Let OL denote the optional σ-algebra on R+ × Ω, corresponding to
the filtration F

L. On [0, L), OL coincides with the trace of O on [0, L). (By
O we mean of course the optional σ-algebra on R+ × Ω corresponding to the
underlying filtration F.) Moreover on [L,∞), OL coincides with the trace of
the σ-algebra B(R+)⊗F∞ on [L,∞). The analogous description of PL holds,
with [0, L) replaced by (0, L], and with [L,∞) replaced with (L,∞). It is then
simple to check that the formulas give the bona fide conditional expectations,
and also the right continuity is easily checked on [0, L) and [L,∞) separately.
The second statement follows since Z− > 0 on (0, L] by Theorem 13. ��

We now make a simplifying assumption for the rest of this paragraph. This
assumption is often satisfied in the cases of interesting examples, and it allows
us to avoid having to introduce the dual optional projection of the measure
εL1{L>0}.

Simplifying assumption to hold for the rest of this paragraph. We
assume L avoids all F stopping times. That is, P (L = T ) = 0 for all F

stopping times T .

Definition. The martingale ML given by ML
t = AL

t + Zt is called the fun-
damental L martingale.

Note that it is trivial to check that ML is in fact a martingale, since AL

is the compensator of 1− Z. Note also that ML
∞ = AL

∞, since Z∞ = 0. Last,
note that it is easy to check that ML is a square integrable martingale; indeed,
ML is in BMO since for any X ∈ H1, we have E{XL} = E{[X,ML]∞}, and
|E{XL}| ≤ ‖X‖H1 .

Theorem 15. Let X be a square integrable martingale for the F filtration.
Then (Xt∧L)t≥0 is a semimartingale for the filtration F

L. Moreover Xt∧L −∫ t∧L

0
1

Zs−
d〈X,ML〉s is a martingale in the F

L filtration.

Proof. Let C be the (non-adapted) increasing process Ct = 1{t≥L}. Since C

has only one jump at time L we have E{XL} = E{
∫∞
0

XsdCs}. Since X is a
martingale it jumps only at stopping times, hence it does not jump at L, and
using that AL is predictable and hence natural we get

E{XL} = E{
∫ ∞

0

Xs−dCs} = E{
∫ ∞

0

Xs−dAL
s } = E{X∞AL

∞}

= E{X∞ML
∞} = E{[X,ML]∞} = E{〈X,ML〉∞}. (∗)
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Suppose that H is a predictable process for F
L, and J is a predictable process

for F which vanishes on {Z− = 0} and is such that J = H on (0, L]. We
are assured such a process J exists by the lemma preceding Theorem 13.
Suppose first that H has the simple form H = h1(t,∞) for bounded h ∈ FL

t .
If j is an Ft random variable equal to h on {t < L}, then we can take
J = j1(t,∞) and we obtain H ·X∞ = h(XL −Xt)1{t<L}. In this way we can
define stochastic integrals for non-adapted simple processes. We have then
E{(H ·X)∞} = E{(J ·X)L}, and using our previous calculation, since J ·X
is another square integrable martingale, we get

E{(H ·X)∞} = E{〈J ·X,ML〉∞} = E{
∫ ∞

0

Jsd〈X,ML〉s}.

Since 〈X,ML〉 is F predictable, we can replace H by H1(0,L]

Z−
because it has

the same predictable projection on the support of d〈X,ML〉. This yields

E{
∫ ∞

0

HsdXs} = E{
∫ L

0

Hs

Zs−
d〈X,ML〉s}. (∗∗)

Last if we take the bounded F
L predictable process H to be a stochastic

interval [0, T ∧ L], where T is an F
L stopping time, we obtain E{XT∧L −∫ T∧L

0
1

Zs−
d〈X,ML〉s} = 0, which implies by Theorem 21 of Chap. I that

XT∧L −
∫ T∧L

0
1

Zs−
d〈X,ML〉s is a martingale. ��

We do not need the assumption that X is a square integrable martingale,
which we made for convenience. In fact the conclusion of the theorem holds
even if X is only assumed to be a local martingale. We get our main result as
a corollary to Theorem 15.

Corollary. Let X be a semimartingale for the F filtration. Then (Xt∧L)t≥0

is a semimartingale for the filtration F
L.

Proof. If X is a semimartingale then it has a decomposition X = M + D.
The local martingale term M can be decomposed into X = V + N , where
V and N are both local martingales, but V has paths of bounded variation
on compact time sets, and N has bounded jumps. (This is the Fundamental
Theorem of Local Martingales, Theorem 29 of Chap. III.) Clearly V and D
remain finite variation processes in the expanded filtration F

L, and since M
has bounded jumps it is locally bounded, hence locally square integrable, and
since every F stopping time remains a stopping time for the F

L filtration, the
corollary follows from Theorem 15. ��

We need to add a restriction on the random variable L in order to study
the evolution of semimartingales in the expanded filtration after the time L.

Definition. A random variable L is called honest if for every t ≤ ∞ there
exists an Ft measurable random variable Lt such that L = Lt on {L ≤ t}.
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Note that in particular if L is honest then it is F∞ measurable. Also, any
stopping time is honest, since then we can take Lt = L ∧ t which is of course
Ft measurable by the stopping time property.

Example. Let X be a bounded càdlàg adapted processes, and let X+∗
t =

sups≤t X+
s and X+∗ = sups X+

s . Then L = inf{s : X+∗
s = X+∗}, is honest

because on the set {L ≤ t} one has L = inf{s : Xs = X+∗
s }, which is Ft

measurable.

Theorem 16. L is an honest time if and only if there exists an optional set
Λ ⊂ [0,∞]× Ω such that L(ω) = sup{t ≤ ∞ : (t, ω) ∈ Λ}.

This is often described verbally by saying “L is honest if it is the end of
an optional set.”

Proof. The end of an optional set is always an honest random variable. Indeed,
on {L ≤ t}, the random variable L coincides with the end of the set Λ∩([0, t]×
Ω), which is Ft measurable.

For the converse we suppose L is honest. Let (Lt)t≥0 be an F adapted
process such that L = Lt on {L ≤ t}. Since we can replace Lt with Lt ∧ t
we can assume without loss of generality that Lt ≤ t. There is also no loss of
generality to assume that Lt is increasing with t , since we can further replace
Lt with sups≤t Ls. Last, it is also no loss, now that it is increasing, to take
it right continuous. We thus have that the process (Lt)t≥0 is optional for the
filtration F. Last, L is now the end of the optional set {(t, ω) : Lt(ω) = t}. ��

When L is honest we can give a simple and elegant description of a fil-
tration G defined in the next theorem, and which is slightly larger than is
F

L.

Theorem 17. Let L be an honest time. Define

Gt = {Γ : Γ = (A ∩ {L > t}) ∪ (B ∩ {L ≤ t}) for some A,B ∈ Ft}

Then G = (Gt)t≥0 constitutes a filtration satisfying the usual hypotheses.
Moreover L is a G stopping time. A process U is predictable for G if and
only if it has a representation of the form

U = H1[0,L] + K1(L,∞]

where H and K are F predictable processes.

Proof. Let s < t and take H ∈ Gs, of the form (A∩ {L > s})∪ (B ∩ {L ≤ s})
with A,B ∈ Fs. We will show that H ∈ Gt, which shows that the collection G

is filtering to the right.3 Since L is an honest time, there must exist D ∈ Ft

such that {L ≤ s} = D ∩ {L ≤ t}. Therefore

H ∩ {L ≤ t} = [(A ∩Dc) ∪ (B ∩D)] ∩ {L ≤ t},
3 That is, if s < t, then Gs ⊂ Gt.
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with [(A∩Dc)∪ (B ∩D)] ∈ Ft. The fact that each Gt is a σ-algebra, and also
that G is right continuous, we leave to the reader. Note that {L ≤ t} ∈ Gt

which implies that L is a G stopping time, as we observed at the start of the
proof of Theorem 16. For the last part of the theorem, let U = (Ut)t≥0 be a
càdlàg process adapted to the G filtration. For s rational let H0

t and K0
t be

Ft measurable random variables such that

Ut = H0
t on {L > t} and Ut = K0

t on {L ≤ t}.

For t > 0 real set Ht = lim infs↗t H0
s ;Kt = lim infs↗t K0

s as s increases to t
through the rationals. The processes H and J formed this way can be seen to
be F predictable processes , and we have the desired representation:

U = H1[0,L] + K1(L,∞].

��

Theorem 18. Let X be a square integrable martingale for the F filtration.
Then X is a semimartingale for the G filtration if L is an honest time. More-
over X has a G decomposition

Xt = {Xt −
∫ t∧L

0

1
Zs−

d〈X,ML〉s + 1{t≥L}

∫ t

L

1
1− Zs−

d〈X,ML〉s}

+{
∫ t∧L

0

1
Zs−

d〈X,ML〉s − 1{t≥L}

∫ t

L

1
1− Zs−

d〈X,ML〉s}.

Before beginning the proof of the theorem, we establish a lemma we will
need in the proof. It is a small extension of the local behavior of the stochastic
integral established in Chap. IV.

Lemma (Local behavior of the stochastic integral at random times).
Let X and Y be two semimartingales and let H ∈ L(X) and J ∈ L(Y ). Let
U and V be two positive random variables with U ≤ V . (U and V are not
assumed to be stopping times.) Define

Λ = {ω : Ht(ω) = Jt(ω) and Xt(ω)−XU (ω) = Yt(ω)− YU (ω),
for all t ∈ [U(ω), V (ω))}.

Let Wt = H ·Xt and Zt = J · Yt. Then a.s. on Λ, Wt(ω)−WU (ω) = Zt(ω)−
ZU (ω) for all t ∈ [U(ω), V (ω)).

Proof. We know by the Corollary to Theorem 26 of Chap. IV that the con-
clusion of the lemma is true when U and V are stopping times. Let (u, v) be
rationals with 0 < u < v, and let

Λuv = {ω : U(ω) < u < v < V (ω)} ∩ Λ.
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Then also Wt −Wu = Zt − Zu, all t ∈ [u, v), a.s. on Λuv, since u, v are fixed
times and hence a fortiori stopping times. Next let

A =
{

ω :
⋂

u,v∈Q+
u<v

{U(ω) < u < v < V (ω), and Wt(ω)−Wu(ω) = Zt(ω)− Zu(ω)

for all t ∈ [u, v)}
}

.

The intersection in the definition of A is countable, so null sets do not accu-
mulate. Finally let u decrease to U(ω) and then v increase to V (ω), which
gives the result. ��

Proof of Theorem 18. We first observe that without loss of generality we can
assume X0 = 0. Let H be a bounded F predictable process. We define sto-
chastic integrals at the random time L by

∫ L

0

HsdXs = (H ·X)L,

∫ ∞

L

HsdXs = (H ·X)∞ − (H ·X)L

where H ·X = (H ·Xt)t≥0 is the F stochastic integral process. That is, we use
the usual definition of the stochastic integral, sampling it at the random time
L. When H is a simple predictable process, these are reasonable definitions.
Moreover we know from the lemma that if H and J are both bounded F pre-
dictable processes and if also H = J on (L,∞], then

∫∞
L

HsdXs =
∫∞

L
JsdXs

a.s., so the definition is well-defined.
Since X is an F martingale in L2 with X0 = 0, we have E{

∫∞
0

HsdXs} = 0.
Applying the equalities (∗) on page 380 to H ·X we have

E{
∫ L

0

HsdXs} = E{
∫ ∞

0

Hsd〈X,ML〉s} = E{
∫ L

0

Hs

Zs−
d〈X,ML〉s} (†)

where the second equality uses (∗∗) on page 381. Recalling E{
∫∞
0

HsdXs} = 0
and combining this with the above gives (where we have changed the name
of the process H to K for clarity slightly later in the proof)

E{
∫ ∞

L

KsdXs} = −E{
∫ ∞

0

Ksd〈X,ML〉s}

We next replace K with K1{Z−<1} to obtain

E{
∫ ∞

L

KsdXs} = −E{
∫ ∞

0

Ks1{Zs−<1}d〈X,ML〉s}

= −E{
∫ ∞

L

Ks

1− Zs−
d〈X,ML〉s} (‡)

because the predictable projection of 1
1−Zs−

1(L,∞)(s) is 1{Zs−<1}. Finally we
combine equalities (†) and (‡), and define U = H1[0,L] + K1(L,∞] to get
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E{
∫ L

0

HsdXs +
∫ ∞

L

KsdXs}

= E{
∫ ∞

0

Usd{
∫ t∧L

0

1
Zs−

d〈X,ML〉s − 1{t≥L}

∫ t

L

1
1− Zs−

d〈X,ML〉s}

Up to this point we have not used the hypothesis that L is an honest time.
Now we do. Let us take U to be a simple G predictable process, and using
Theorem 17 we have

U = H1[0,L] + K1(L,∞]

where H and K are F predictable processes (not necessarily simple pre-
dictable, however). If we further take U bounded by 1 and take the supre-
mum over all such simple predictable processes of the elementary G stochas-
tic integrals

∫∞
0

UsdXs, we get that the variation of X, Var(X) as defined in
Chap. III, is less than or equal the expected total variation of

dαt = d{
∫ t∧L

0

1
Zs−

d〈X,ML〉s + 1{t≥L}

∫ t

L

1
1− Zs−

d〈X,ML〉s}.

Thus the process X is a G quasimartingale, and hence also a semimartingale.
We also note that by the preceding we have that E{XT − αT } = 0 for all G

stopping times T , and thus it is a martingale for the G filtration. ��

The next theorem is really a corollary of Theorem 18.

Theorem 19. Let X be a semimartingale for the F filtration. Then X is a
semimartingale for the G filtration if L is an honest time.

Proof. Let X = M +A be a decomposition of X in the F filtration, where M is
a local martingale and A is a finite variation process. Since A remains a finite
variation process in the larger G filtration, we need only concern ourselves
with M . By the Fundamental Theorem of Local Martingales (Theorem 29
on page 126), we know that we can write M = N + V where N is a local
martingale with bounded jumps, and V is a martingale with paths of finite
variation on compacts. Again, V remains a semimartingale in the G filtration
since it is of finite variation, and further N can be locally stopped with F

stopping times Tn tending to ∞ a.s. to be a square integrable martingale for
each Tn. Then by Theorem 18 each XTn is also a G semimartingale. Since X
is locally a G semimartingale, it is an actual G semimartingale. ��

4 Time Reversal

In this section we apply the results on initial expansions of filtration to some
elementary issues regarding time reversal of semimartingales, stochastic inte-
grals, and stochastic differential equations.
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Definition. Let Y = (Yt)0≤t≤1 be a càdlàg process. The time reversal of
Y on [0, 1] is defined to be

Ỹ t =






0, if t = 0,

Y(1−t)− − Y1−, if 0 < t < 1,

Y0 − Y1−, if t = 1.

Note that time as a superscript denotes reversal. Let F denote the forward
filtration, and correspondingly let F̃ = (F t)0≤t≤1 denote a backward filtration.
As an example, if B is a standard Brownian motion, F0

t = σ{Bs; s ≤ t}, and
Ft = F0

t ∨ N , where N are the P -null sets of F1, while F t = F t
0 ∨ N is the

analogous backward filtration for B̃. Our first two theorems are obvious, and
we omit the proofs.

Theorem 20. Let B be a standard Brownian motion on [0, 1]. Then the time
reversal B̃ of B is also a Brownian motion with respect to its natural filtration.

Theorem 21. Let Z be a Lévy process on [0, 1]. Then Z̃ is also a Lévy process,
with the same law as −Z, with respect to its natural filtration.

In what follows let us assume that we are given a forward filtration F =
(Ft)0≤t≤1 and a backward filtration G̃ = (Gt)0≤t≤1. We further assume both
filtrations satisfy the usual hypotheses.

Definition. A càdlàg process Y is called an (F, G̃) reversible semimartin-
gale if Y is an F semimartingale on [0, 1] and Ỹ is a G̃ semimartingale on
[0, 1).

Note the small lack of symmetry: for the time reversed process we do not
include the final time 1. This is due to the occurrence of singularities at the
terminal time 1, and including it as a requirement would exclude interesting
examples.

Let τt = (t0, . . . , tk) denote a partition of [0, t] with t0 = 0, tk = t, 0 ≤ t ≤
1, and let

Sτt
(H,Y ) = H0Y0 +

∑

i

(Hti+1 −Hti
)(Yti+1 − Yti

).

Definition. Let H, Y be two càdlàg processes. The quadratic covariation
of H and Y , denoted [H,Y ], is defined to be

lim
n→∞

Sτn
t
(H,Y ) = [H,Y ]t

when this limit exists in probability as mesh(τt) → 0, and is such that [H,Y ]
is càdlàg, adapted, and of finite variation a.s.

Theorem 22. Let Y be an (F, G̃) reversible semimartingale, and let H be
a càdlàg process such that Ht ∈ Ft, and Ht ∈ G1−t, 0 ≤ t ≤ 1. Suppose the



4 Time Reversal 387

quadratic variation [H,Y ] exists. Then the two processes [H,Y ] and Xt =
∫ t

0
Hs−dYs are (F, G̃) reversible semimartingales. Moreover

X̃t + ˜[H,Y ]t =
∫ t

0

H1−sdỸ s.

Proof. Since Ht ∈ G1−t, 0 ≤ t ≤ 1, we have that H1−s ∈ G1−(1−s) = Gs, and
thus it is adapted and left continuous, so the stochastic integral

∫ t

0
H1−sdỸ s

is well-defined. We choose and fix t, 0 < t < 1. Let τ be a partition of
[1 − t, 1], τ = (s1, . . . , sn), chosen such that ∆Hsi

= 0 and ∆Ysi
= 0 a.s.,

i = 2, . . . , n− 1. Note that one can always choose the partition points {si} in
this manner because

E{
∫ 1

0

1{|∆Hs|>0}1{|∆Ys|>0}ds} = 0,

since for each ω, s �→ Ys(ω) has only countably many jumps, and hence
∫ 1

0
1{|∆Ys|>0}ds = 0 a.s. But then

∫ 1

0
P (|∆Ys| > 0)ds = 0, which in turn

implies that P (|∆Ys| > 0) = 0 for almost all s in [0, 1]. We now define three
new processes:

Aτ = H(1−t)−∆Y1−t +
n−2∑

i=1

Hsi
(Ysi+1 − Ysi

) + Hsn−1(Y1− − Ysn−1)

Bτ = −
n−1∑

i=1

Hsi+1−(Ysi+1− − Ysi−)

Cτ = H1−t∆Y1−t +
n−2∑

i=1

{(Hsi+1 −Hsi
)(Ysi+1 − Ysi

)}

+(H1− −Hsn−1)(Y1− − Ysn−1).

Let τn be a sequence of partitions of [0, 1] with limn→∞ mesh(τn) = 0. Then

lim
n→∞

Cτn = [H,Y ]1− − [H,Y ]1−t + ∆H1−t∆Y1−t

= [H,Y ]1− − [H,Y ](1−t)−

= −[̃H,Y ]t

Since Y is (F, G̃) reversible by hypothesis, we know that Cτ is G̃ adapted.

Hence [̃H,Y ] is G̃ adapted and moreover since it has paths of finite variation
by hypothesis, it is a semimartingale.

Since H is càdlàg we can approximate the stochastic integral with partial
sums, and thus

lim
n→∞

Aτn =
∫

[1−t,1)

Hs−dYs = X1− −X(1−t)− = −X̃t.
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Since Ysi+1− − Ysi− = −(Ỹ 1−si − Ỹ 1−si+1), we have

lim
n→∞

Bτn =
∫ t

0

H1−sdỸ s.

Combining Aτn , Bτn , and Cτn , we get

Aτn + Bτn + Cτn

= H1−t∆Y1−t +
n−2∑

i=1

Hsi+1(Ysi+1 − Ysi
) + H1−(Y1− − Ysn−1)

−
n−1∑

i=1

Hsi+1(Ysi+1− − Ysi−)

= H1−t∆Y1−t +
n−2∑

i=1

Hsi+1(∆Ysi+1−∆Ysi
)−∆H1(Y1−−Ysn−1)−H1∆Ysn−1 .

Since we chose our partitions τn with the property that ∆Ysi
= 0 a.s. for each

partition point si, the above simplifies to

Aτn + Bτn + Cτn = (H1−t −Hsi
)∆Y1−t + ∆H1(Ysn−1 − Y1−),

which tends to 0 since s1 decreases to 1− t, and sn−1 increases to 1. Therefore

0 = lim
n→∞

Aτn + lim
n→∞

Bτn + lim
n→∞

Cτn = −X̃t +
∫ t

0

H1−sdỸ s − ˜[H,Y ]t.

This establishes the desired formula, and since we have already seen that
˜[H,Y ]t is a semimartingale, we have that X is also a reversible semimartingale

as a consequence of the formula. ��

We remark that in the case where Ỹ is a G̃ semimartingale on [0, 1] (and
not only on [0, 1)), the same proof shows that X̃ is a G̃ semimartingale on
[0, 1].

Example 1 (reversibility for Lévy process integrals). Let Z be a Lévy
process on [0, 1], and let H̃ = (H̃t)0≤t≤1 be the filtration generated by Z̃ and
expanded by the addition of Z̃1 = Z0 −Z1−. Then Z̃ is an H̃ semimartingale
on [0, 1] by Theorem 21. Let Ht = f(Zt) with f such that the quadratic
covariation [H,Z] exists. Clearly Ht = f(Zt) ∈ Ft. Since

H1−t ⊇ σ{Z(1−u)− − Z(1−v)−; 0 ≤ u, v ≤ 1} ∨ σ{Z1},

we have that Zt = Z1−(1−t) ∈ H1−t, since Zt = Zt− a.s. Therefore Ht ∈ H1−t.
Using Theorem 22 we conclude that Xt =

∫ t

0
f(Zs−)dZs is an (F, H̃) reversible

semimartingale.
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Example 2 (reversibility for Brownian integrals). Let B be a standard
Brownian motion on [0, 1]. Let Lx

t denote Brownian local time at the level
x and let µ be a signed measure on R. Let F be the minimal filtration of B
satisfying the usual hypotheses, and let (H̃t)0≤t≤1 be the minimal filtration
generated by B̃, expanded by adding B̃1 = −B1, and satisfying the usual
hypotheses. Finally let f be a càdlàg function on R of finite variation on
compacts with primitive F (that is, F

′

+(x) = f(x)), and define

Ut =
∫ t

0

f(Bs)dBs +
∫

R

Lx
t µ(dx).

We will show U is an (F, H̃) reversible semimartingale.
The hypotheses on f imply that its primitive F is the difference of two

convex functions, and therefore Mt = F (Bt)−F (B0) is an F semimartingale.
Moreover M̃ t = F (B1−t)−F (B1), and since we already know that B1−t is an
H̃ semimartingale by Theorem 3, by the convexity of F we conclude that M̃ is
also an H̃ semimartingale. Therefore

∫ t

0
f(Bs)dBs is an (F, H̃) reversible semi-

martingale as soon as 1
2

∫
R

La
t η(da) is one, where η is the signed measure ‘sec-

ond derivative’ of F . Finally, what we want to show is that At = 1
2

∫
R

La
t µ(da)

is an (F, H̃) reversible semimartingale, for any signed measure µ. This will
imply that U is an (F, H̃) reversible semimartingale.

Since A is continuous with paths of finite variation on [0, 1], all we really
need to show is that Ãt ∈ Ht, each t. But Ãt = A1−t − A1 =

∫
R
(La

1−t −
La

1)µ(da), and

La
1−t − La

1 = lim
ε→0

(−1
ε

∫ 1

1−t

1[a,a+ε)(Bs)ds)

= lim
ε→0

(−1
ε

∫ 1

1−t

1[a−B1,a−B1+ε)(Bs −B1)ds)

= lim
ε→0

(−1
ε

∫ 1

1−t

1[a−B1,a−B1+ε)(B̃u)du)

= −Λa−B1
t ,

where Λx
t is the local time at level x of the standard Brownian motion B̃.

Therefore Ãt = −
∫

R
(Λa−B1

t )µ(da). Since Λx
t is H̃ adapted, and since B1 ∈

H0, we conclude Ã is H̃ adapted, and therefore U is an (F, H̃) reversible
semimartingale.

We next consider the time reversal of stochastic differential equations,
which is perhaps more interesting than the previous two examples. Let B be
a standard Brownian motion and let X be the unique solution of the stochastic
differential equation

Xt = X0 +
∫ t

0

σ(Xs)dBs +
∫ t

0

b(Xs)ds
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where σ and b are Lipschitz, and moreover, σ and b are chosen so that for h
Borel and bounded,

E{h(X1)|Ft} =
∫

h(x)π(1− t,Xt, x)dx

where π(1 − t, u, x) is a deterministic function. As in the example expansion
via the end of a stochastic differential equation treated earlier on page 375,
we know (as a consequence of Theorem 10) that if F is the natural, completed
Brownian filtration, we can expand F with X1 to get H : Ht =

⋂
u>t Fu ∨

σ{X1}, and then all F semimartingales remain H semimartingales on [0, 1).
We fix (t, ω) and define φ : R → R by φ(x) = X(t, ω, x) where Xt =

X(t, ω, x) is the unique solution of

Xt = x +
∫ t

0

σ(Xs)dBs +
∫ t

0

b(Xs)ds

for x ∈ R. Recall from Chap. V that φ is called the flow of the solution of
the stochastic differential equation. Again we have seen in Chap. V that
under our hypotheses on σ and b the flow φ is injective. For 0 < s < t < 1
define the function φs,t to be the flow of the equation

Xs,t = x +
∫ t

s

σ(Xs,u)dBu +
∫ t

s

b(Xs,u)du. (∗)

It now follows from the uniqueness of solutions that Xt = φs,t(Xs), and
in particular X1 = φt,1(Xt), and therefore φ−1

t,1 (X1) = Xt, where φ−1
t,1 is of

course the inverse function of φs,t. Since the solution Xs,t of equation (∗) is
G = σ{Bv − Bu; s ≤ u, v ≤ t} measurable, we have φt,1 ∈ F1−t, where
F t = σ{B̃s; 0 ≤ s ≤ t} ∨ N where N are the null sets of F . Let Ht =⋂

u>t Fu ∨ σ{X1} and we have B̃ is an H̃ = (Ht)0≤t≤1 semimartingale, and
that Xt = φ−1

t,1 (X1) is H1−t measurable. Therefore Xt ∈ Ft and also at the
same time Xt ∈ H1−t. Finally note that since X is a semimartingale and σ
is C1, the quadratic covariation [σ(X), B] exists and is of finite variation, and
we are in a position to apply Theorem 22.

Theorem 23. Let B be a standard Brownian motion and let X be the unique
solution of the stochastic differential equation

Xt = X0 +
∫ t

0

σ(Xs)dBs +
∫ t

0

b(Xs)ds

for 0 ≤ t ≤ 1, where σ and b are Lipschitz, and moreover, σ and b are chosen
so that for h Borel and bounded,

E{h(X1)|Ft} =
∫

h(x)π(1− t,Xt, x)dx
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where π(1 − t, u, x) is a deterministic function. Let H be given by Ht =⋂
u>t Fu ∨ σ{X1}. Then B is an (F, H̃) reversible semimartingale, and X̂t =

X1−t satisfies the following backward stochastic differential equation

Yt = X1 +
∫ t

0

σ(Ys)dB̃s +
∫ t

0

σ′(Ys)σ(Ys)ds +
∫ t

0

b(Ys)ds,

for 0 ≤ t ≤ 1. In particular, X is an (F, H̃) reversible semimartingale.

Proof. We first note that B is an (F, H̃) reversible semimartingale as we saw
in the example on page 375. We have that [σ(X), B] =

∫ t

0
σ′(Xs)σ(Xs)ds,

which is clearly of finite variation, since σ′ is continuous, and thus σ′(X) has
paths bounded by a random constant on [0, 1]. In the discussion preceding this
theorem we further established that σ(Xt) ∈ H1−t, and of course σ(Xt) ∈ Ft.
Therefore by Theorem 22 we have

X̃t = X1−t −X1 =
∫ t

0

σ(X1−s)dB̃s + ˜[σ(X), B]t +
∫ 1

1−t

b(Xs)ds.

Observe that ˜[σ(X), B]t =
∫ 1

1−t
σ′(Xs)σ(Xs)ds. Use the change of variable

u = 1− s in the preceding integral and also in the term
∫ 1

1−t
b(Xs)ds to get

X1−t = X1 +
∫ t

0

σ(X1−s)dB̃s +
∫ t

0

σ′(X1−s)σ(X1−s)ds +
∫ t

0

b(X1−s)ds,

and the proof is complete. ��
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Exercises for Chapter VI

Exercise 1. Let (Ω,F , F, B, P ) be a standard Brownian motion. Expand F

by the initial addition of σ{B1}. Let M be the local martingale in the formula

Bt = B0 + Mt +
∫ t∧1

0

B1 −Bs

1− s
ds.

Show that the Brownian motion M = (Mt)0≤t≤1 is independent of σ{B1}.
Exercise 2. Show that the processes J i defined in the proof of Itô’s Theorem
for Lévy processes (Theorem 3) are compound Poisson processes. Let N i

denote the Poisson process comprised of the arrival times of J i, and let G
i

be the natural completed filtration of N i. Further, show the following three
formulae (where we suppress the i superscripts) hold.

(a) E{Jt|J1,Gt} = 1{N1≥1}
Nt

N1
J1.

(b) E{Jt|J1,G1} = tJ1.
(c) E{Jt|J1} = tJ1.

Exercise 3. In Exercise 1 assume B0 = x and condition on the event {B1 =
y}. Show that B is then a Brownian bridge beginning at x and ending
at y. (See Exercise 9 below for more results concerning filtration expansions
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and Brownian bridges. Brownian bridges are also discussed in Exercise 24 of
Chap. II, and on page 305.)

Exercise 4. Let (Ω,F , F, Z, P ) be a standard Poisson process. Expand F by
the initial addition of σ{Z1}. Let M be the local martingale in the formula

Zt = Mt +
∫ t∧1

0

Z1 − Zs

1− s
ds.

Show that M = (Mt)0≤t≤1 is a time changed compensated Poisson process.

Exercise 5. Let B be standard Brownian motion. Show there exists an F1

measurable random variable L such that if G is the filtration F expanded
initially with L, then Gt = F1 for 0 ≤ t ≤ 1. Prove that no non-constant F

martingale is a G semimartingale.

Exercises 6 through 9 are linked, with the climax being Exercise 9.

Exercise 6. Let B denote standard Brownian motion on its canonical path
space on continuous functions with domain R+ and range R, with Bt(ω) =
ω(t). F is the usual minimal filtration completed (and thus rendered right
continuous a fortiori). Define Y U

t = P{Ba ∈ U |Ft}. Show that

Y U
t =

∫

U

Y u
t du

where

Y u
t = g(u, t, Bt) and g(u, t, x) =

1
√

2π(a− t)
exp{−(u− x)2

2(a− t)
}

for t < a. Show also that Y U
t = 1{Ba∈U} for t ≥ a.

Exercise 7. (Continuation of Exercise 6.) Show that Y u
a− = 0 except on the

null set {Ba = u} and infer that (Y u
t )0≤t<a is a positive martingale which is

not uniformly integrable on [0, a].

Exercise 8. (Continuation of Exercises 6 and 7.) Show that

Y u
t = Y u

0 +
∫ t

0

∂g

∂x
(u, s,Bs)dBs

where
∂g

∂x
(u, t, x) =

u− x
√

2π(a− t)3
exp{−(u− x)2

2(a− t)
}

for t < a.

Exercise 9. (Continuation of Exercises 6, 7, and 8.) Show that one can define
a probability Pu on C([0, a], R) such that Pu(Ba = u) = 1 with Pu absolutely
continuous with respect to P on Ft for t < a, and singular with respect to
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P on Fa. (Hint: Sketch of procedure. Let Ωa = C([0, a), R), be the space of
continuous functions mapping [0, a) into R, and define Mu

t = Y u
t /Y 0

t on Ft for
(of course) t < a. Let Pu denote the (unique) probability on Ωa = C([0, a), R)
given on Ft by dPu = Mu

t dP , and confirm that

βt = Bt −B0 −
∫

1
Mu

s

d[B,Mu]s

is a Brownian motion under Pu. Next show that

Au
t =

∫
1

Mu
s

d[B,Mu]s verifies dAu
t =

∂g
∂x (u, t, Bt)
g(u, t, Bt)

=
u−Bt

a− t
.

Finally show that

Bt −
a− t

a
B0 −

t

a
u = (a− t)

∫ t

0

1
a− s

dβs

under Pu, and thus (a− t)
∫ t

0
(a− s)−1dβs, which is defined only on [0, a), has

the same distribution under Pu as the Brownian bridge, whence

lim
t→a

(a− t)
∫ t

0

1
a− s

dβs = 0

a.s., and deduce the desired result.)

Exercise 10 (Expansion by a natural exponential random variable).
Let F be a filtration satisfying the usual hypotheses, and let T be a totally
inaccessible stopping time, with P (T < ∞) = 1. Let A = (At)t≥0 be the
compensator of 1{t≥T} and let M be the martingale Mt = 1{t≥T} −At. Note
that AT = A∞. Let G be the filtration obtained by initial expansion of F

with σ{A∞}. For a bounded, non-random, Borel measurable function f let
Mf

t =
∫ t

0
f(As)dMs which becomes in G,

Mf
t = f(AT )1{t≥T} −

∫ t

0

f(As)dAs = f(AT )1{t≥T} − F (At),

where F (a) =
∫ a

0
f(s)ds, since A is continuous. Show that E{f(AT )} =

E{F (AT )}, and since f is arbitrary deduce that the distribution of the random
variable AT is exponential of parameter 1.

Exercise 11. Let F, T , A, and G be as in Exercise 10. Show that if X is an
F martingale with XT− = XT a.s., then X is also a G martingale.

Exercise 12. Show that every stopping time for a filtration satisfying the
usual hypotheses is the end of a predictable set, and is thus an honest time.

Exercise 13. Let B = (Bt)t≥0 be a standard three dimensional Brownian
motion. Let L = sup{t : ‖Bt‖ ≤ 1}, the last exit time from the unit ball. Show
that L is an honest time. (This exercise is related to Exercise 8 of Chap. 1.
on page 46)
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Exercise 14. Let ML be the fundamental L martingale of a progressive ex-
pansion of the underlying filtration F using the non-negative random variable
L.

(a) Show that for any F square integrable martingale X we have EXL =
EX∞ML

∞.
(b) Show that ML is the only F

L square integrable martingale with this
property for all F square integrable martingales.

(c) Show that ML ∈ BMO.

Exercise 15. Give an example of a filtration F and a non-negative random
variable L and an F semimartingale X such that the post L process Yt =
Xt −Xt∧L ≡ Xt∨L −Xt is not a semimartingale.

Exercise 16. Let (Ω,F , F, P ) be a filtered probability space satisfying the
usual hypotheses, let L be a non-negative random variable, let G∞ = F∞ ∨
σ{L}, and let G be given by

Gt = {Λ ∈ G∞| ∃Λt ∈ Ft, Λ ∩ {t < L} = Λt ∩ {t < L}}.

Let X be a F semimartingale. Give a simple proof (due to M. Yor [264])
that Xt1{t<L} (and hence Xt∧L) is a semimartingale. (Hint: Show that it
is enough to consider X a uniformly integrable martingale, hence enough
to consider X a quasimartingale, and finally enough to consider X a positive
supermartingale. Let Zt = o1{L>t}, the F optional projection of 1{L>t}, which
is a supermartingale. Recall from Theorem 13 that P (ZL− > 0) = 1. Show
that

XZ
t =

Xt

Zt
1{t<L}

is a G positive supermartingale. Next show that XZ is an F special semi-
martingale, and let XZ = M + A be its canonical decomposition. Observe
that

Xt1{t<L} =
XtZt

Zt
1{t<L} =

Mt + At

Zt
1{t<L} = MZ

t + AZ
t ,

and argue as before that MZ is a G semimartingale, and that AZ is the
product of the two G semimartingales A and (Zt)−11{t<L}, and hence it is
also a G semimartingale.)

Exercise 17. Let Z be a Lévy process on [0, 1] and let

Xt = X0 +
∫ t

0

σ(Xs−)dZs +
∫ t

0

b(Xs−)ds.

Assume that σ and b are smooth, and also assume (which is not always true!)
that the flows of X are injective. Find a stochastic differential equation solved
by X1−t.
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Exercise 18. Let (Ω,F , F, B, P ) be a standard Brownian space with B, a
standard Brownian motion. Let Z denote the random zero set of B, which is
a closed, perfect, nowhere dense set. Let {(Ln, Rn)}n≥1 denote the random
intervals contiguous to Z. Without loss of generality assume that the graphs
of Ln, denoted [Ln], are disjoint random sets. P. A. Meyer’s conjecture was
that one could expand F to a filtration G in such a way that B would still
be a semimartingale and each Ln would be a G stopping time. Show this
is false (argument due to M. Barlow [10]) by taking Yt = |Bt| and showing
(computed in the G filtration) that

∫ t

0
1{Ys>0}dYs = Yt, which implies that

∫ t

0
1{Ys=0}dYs = 0, which is a contradiction, since as a consequence of Tanaka’s

formula
∫ t

0
1{Ys=0}dYs = L0

t , the Brownian local time at 0.
∗Exercise 19. Using the notation and hypotheses of Theorem 11, let q(x, t, ω)
be the density of Q with respect to ηt as defined in the proof of the theorem.
Let M be a continuous F local martingale. Show that there exists a predictable
process k on the space (Ω× E, F⊗ E) such that

d〈q(x, ·),M〉t = k(x, t)q(t−, x)d〈M,M〉t.

∗∗Exercise 20 (Jacod). 4 With the same hypotheses and notation as exer-
cise 19 above, Show that if k satisfies

∫ t

0
|k(L, s)|d〈M,M〉s <∞ a.s. for every

t ≥ 0, then the following process N is a G local martingale:

Nt = Mt −
∫ t

0

k(L, s)d〈M,M〉s.

In some situations it is interesting to know when a martingale remains a
martingale in the enlarged filtration. Let F ⊂ G be two filtrations satisfying
the usual hypotheses. G satisfies Hypothesis (H) if every F martingale is a
G martingale.5 In the literature G is said to satisfy Hypothesis (H ′) if every
F martingale is a G semimartingale. Note that it is clear that if G satisfies
Hypothesis (H), then it satisfies Hypothesis (H ′).

Exercise 21. Show that if G satisfies Hypothesis (H ′), then every F semi-
martingale is a G semimartingale.
∗Exercise 22. Let Bt = (B1

t , . . . , Bn
t ) denote standard n dimensional Brown-

ian motion with canonical filtration G, and with ‖Bt‖ its Euclidean norm. Let
Ft = σ(‖Bs‖; s ≤ t) ∨N , where N denotes the F null sets. Show that G sat-
isfies Hypothesis (H).

4 This exercise is a special case of Jacod’s Decomposition Theorem. See [109], page
22, for the general result.

5 Recently researchers in Finance have proposed an alternative name for Hypothesis
H: the filtration G is said to be self-sufficient for the filtration F if every F

martingale is a G martingale. See [4].


