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log v(n)

logn

does not depend on n, i.e., for all integers n > 1 we have v(n) = nc with
a certain constant c. This implies v(x) = |x|c for all rational x, and so v is
equivalent to the usual absolute value.
Now let v be non-Archimedean. By Proposition 1.25 we have v(n) ≤ 1 for

all integers n. Let A be the set of all those integers n for which v(n) < 1. If
A = {0}, then v is trivial, which case we excluded. Thus A is a non-zero, and
since 1 �∈ A we get from (1.3) that A is a proper non-zero ideal in Z, thus
A = mZ with a suitable positive integer m. Since obviously m is the smallest
positive element of A, it must be prime, because a factorization m = rs
with r, s > 1 would imply 1 > v(m) = v(r)v(s) = 1, which is impossible. Put
v(m) = a and denote by ν the exponent induced by the prime idealmZ. Then
v(x) = aν(x), hence v is a p-adic valuation induced by the prime p = m. �

Corollary. If v is a discrete valuation of a field K, then it is non-Archi-
medean.

Proof : Assume that v is Archimedean. Corollary to Proposition 1.25 implies
that K is of zero characteristic, and thus contains Q. The restriction of v to
Q must be Archimedean, and so by the theorem it must be equivalent to |x|,
whence non-discrete. �

1.3. Finitely Generated Modules

over Dedekind Domains

1. We shall now be concerned with the structure of finitely generated modules
over a Dedekind domain R with the field of quotients K. This structure is
described by the following result, essentially due to Steinitz [12]:

Theorem 1.32. Let M be a finitely generated R-module, and let A be its
submodule consisting of all torsion elements, i.e., of all elements x ∈ M
which, for some non-zero r ∈ R, satisfy rx = 0. Then M can be written as a
direct sum

M = Rk ⊕ I ⊕A,

where k is a non-negative integer, and I is an ideal of R.

For the proof of this theorem we shall need various results concerning
projective modules over commutative rings, not necessarily Dedekind.
If R is a commutative ring with unit element 1, then an R-module M is

called projective if every diagram of the form
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M

↓

A −→ B −→ 0

with exact row and arbitrary R-modules A,B can be embedded in a commu-
tative diagram

M

↙ ↓

A −→ B −→ 0.

Proposition 1.33. The direct sum P =
⊕
Pa of R-modules is projective if

and only if every summand Pa is projective.

Proof : Denote by ia the canonical injection of Pa into P and by pa the
canonical projection of P onto Pa. Assume now that P is projective, the
sequence A −→ B −→ 0 is exact, and f : Pa −→ B is a homomorphism.
Then f1 = f ◦ pa is a homomorphism of P into B, hence, by our assumption,
there exists a homomorphism g : P −→ A such that the diagram

P

↙g ↓f1
A −→ B −→ 0

commutes. Now it suffices to observe that the mapping h = g ◦ ia makes the
diagram

Pa
↙h ↓f

A −→ B −→ 0

commutative, and so Pa is projective.
To prove the second part of the proposition assume that all modules Pa

are projective, the sequence A −→ B −→ 0 is exact, and a homomorphism
f : P −→ B is given. Then fa = f ◦ ia maps Pa in B, hence with a suitable
ga : Pa −→ A the diagram

Pa
↙ga ↓fa
A −→ B −→ 0

commutes. The projectivity of P follows now from the observation that the
map h = ⊕ga makes the diagram

P

↙h ↓f
A −→ B −→ 0

commutative. �
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Corollary. Every free R-module if projective.

Proof : As every free R-module is a direct sum of R-modules R, it suffices to
establish the projectivity of R. Let f : R −→ B be a homomorphism, and
let the sequence A

g
−→ B −→ 0 be exact. If f(1) = b and a is any element

of A with g(a) = b, then the map h : R −→ A given by h(x) = xa has the
required property. �

The properties of an R-module equivalent to its projectivity are estab-
lished in the following simple proposition:

Proposition 1.34. The following properties of an R-module M are equiva-
lent:

(i) If the sequence 0 −→ A −→ B −→M −→ 0 is exact, then A⊕M ∼ B,

(ii) M is a direct summand of a suitable free R-module,

(iii) M is projective.

Proof : (i)⇒ (ii). The moduleM is a homomorphical image of a free module
F , and so for a suitable N the sequence 0 −→ N −→ F −→ M −→ 0 is
exact. By (i) we have F ∼M ⊕N .

(ii) ⇒ (iii). If M ⊕ N ∼ F and F is free, then by the Proposition 1.33
and its Corollary we get the projectivity of M .

(iii) ⇒ (i). Assume that the sequence

0 −→ A
i
−→ B

p
−→ M −→ 0

is exact. Condition (iii) implies the existence of f : M −→ B making the

composition M
f
−→B

p
−→M the identity map. Obviously f is an injection. If

x ∈ B, then f ◦p(x) = y lies in Im f ∼ M . Moreover p(x−y) = 0, thus x−y
lies in the image of i, and we may write x = z + y with z ∈ Im i. Finally we
see that Im f ∩ Im i = 0, since for x ∈ Im f ∩ Im i = 0 one has x = f(u)
with some u ∈ A and p(x) = 0, giving u = p(f(u)) = 0. Thus x = f(0) = 0.
This implies B ∼ Im i⊕ Im f , which in turn implies B ∼ A⊕M . �

Another characterization of projective modules is provided by the next
result:

Proposition 1.35. An R-module M is projective if and only if there exists
a system (at)t∈T of elements of M and a family (ft)t∈T of homomorphisms
of M into R such that every element a ∈M can be written in the form

a =
∑
t∈T

ft(a)at, (1.6)

where only for finitely many t one has ft(a) �= 0.
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Proof : Assume first that M is projective, and let F be any free R-module
whose image by a homomorphism, say f , is M . Proposition 1.34 (i) shows
that M is a direct summand of F , and so, with a suitable homomorphism
i : M −→ F , we have f ◦ i = the identity on M . If (xt)t∈T is a system of
free generators of F , then for every a ∈M we have

i(a) =
∑
t

ft(a)xt

with some ft(a) ∈ R. Putting at = f(xt) we get

a =
∑
t

ft(a)at

with only finitely many non-zero summands. Since, obviously, the maps ft :
M −→ R are homomorphisms we arrive at our assertion.
To prove the converse assume that each a ∈ M has the form (1.6). Let

F be the free R-module with free generators xt (t ∈ T ), and define a homo-
morphism f : F −→ M by putting f(xt) = at. If now g : M −→ F is given
by

g(a) =
∑
t

ft(a)xt

for a =
∑
t ft(a)at, then the composition M

g
−→ F

f
−→M equals the identity,

showing that M is a direct summand of F , which allows us to conclude, by
Proposition 1.34 (ii), that M is projective. �

Our next proposition connects the notion of projectivity with concepts
developed in Sect. 1.

Proposition 1.36. If R is a domain and I is a non-zero ideal in R, then I
is projective as an R-module if and only if it is invertible.

Proof : Let I be an invertible ideal in R, i.e., II−1 = R. Then, with suitable
a1, . . . , an ∈ I and x1, . . . , xn ∈ I−1 we have

n∑
i=1

xiai = 1.

If we now define, for t = 1, 2, . . . , n, homomorphisms ft of I into R by ft(x) =
xxt, then ∑

t

ft(x)at =
∑
t

xxtat = x,

and so, by Proposition 1.35, I is projective.
Conversely, assume I to be projective. The previous proposition implies

the existence of a set of elements (at)t∈T and homomorphisms (ft)t∈T of I
into R such that every element x of I can be written in the form
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x =
∑
t

ft(x)at

with only a finite number of non-zero summands, Observe that for x, y ∈ I
we have

yft(x) = ft(yx) = ft(xy) = xft(y),

and so the ratio xt = ft(x)x
−1 is, for non-zero x ∈ I, an element of the

quotient field K of R, independent of the choice of x. Moreover xtI ⊂ R, thus
xt ∈ I ′, and for any fixed x ∈ I only finitely many elements ft(x) = xxt are
non-zero, whence only a finite number of xt’s do not vanish, say x1, . . . , xn.
Thus for any x ∈ I we obtain an equality of the form

x =
n∑
t=1

ft(x)at =
n∑
t=1

xxtat = x
n∑
t=1

xtat,

which implies

1 =
n∑
t=1

xtat,

and so R ⊂ II ′ ⊂ R, i.e., R = II ′ and I is invertible. �

Corollary. In a Dedekind domains all non-zero ideals are projective.

Proof : In fact, all non-zero ideals of R are invertible, �

To prove Theorem 1.32 we need two lemmas:

Lemma 1.37. Let R be a domain in which every ideal is projective. If M is
a finitely generated R-module contained in a free R-module F , then M can
be represented as a direct sum of a finite number of ideals of R.

Proof : Observe first that M is contained in a finitely generated free R-
module. Indeed, if a1, . . . , am generate M , then the set of free generators of
F occurring in the canonical form of those elements is finite, and consists, say,
of elements x1, . . . , xn. The R-module generated by x1, . . . , xn is obviously
free and contains M .
Now we apply induction in n. For n = 0 there is nothing to prove. Assume

thus the truth of our lemma for all R-modules contained in a free R-module
with n−1 free generators. LetM be a R-module contained in a free R-module
Fn with n free generators x1, . . . , xn, and let Fn−1 be the free R-module
generated by the first n−1 of them. Every element x of M can be written as
r1x1 + · · ·+ rnxn with ri ∈ R, and the map f : x → rn is a homomorphism
of M into R. Since the sequence

0 −→ Ker f −→M −→ Im f −→ 0
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is exact, and Im f is an ideal of R, projective by assumption, we may apply
Proposition 1.34 to obtain M ∼ Im f ⊕ Ker f . This implies that Ker f
is finitely generated, being a homomorphic image of M , and since Ker f ⊂
Fn−1, we may apply the inductional assumption to find that Ker f is a direct
sum of ideals of R. Since Im f is also an ideal, the lemma follows. �

Lemma 1.38. For every domain R any finitely generated and torsion-free
R-module M is a submodule of a free R-module.

Proof : Write M = Rx1+ · · ·+Rxn, and let K be the field of fractions of R.
Then Kx1 + · · · +Kxn = M ⊗K is a finite-dimensional linear K-space. If
y1, . . . , ym is its basis, then with suitable rij ∈ K we may write

xi =
m∑
j=1

rijyj (i = 1, 2, . . . , n).

Now let q be a non-zero element of R satisfying qrij ∈ R for all i and j. Then

M = Rx1 + · · ·+Rxn ⊂ Ry1/q + · · ·+Rym/q,

and on the right-hand side of this inclusion we obviously have a free R-
module. �

Proof of Theorem 1.32: LetM be a finitely generated module over a Dedekind
domain R, and let A be its submodule consisting of all torsion elements ofM .
The factor-module M1 = M/A is torsion-free and finitely generated. Hence
the Corollary to Proposition 1.36 and Lemmas 1.37, 1.38 imply that M1 is a
direct sum of ideals of R. The same corollary jointly with Proposition 1.33
shows that M1 is projective, and so the exactness of the sequence

0 −→ A −→M −→M1 −→ 0

gives, in view of Proposition 1.34, the decomposition

M ∼ A⊕M1 ∼ A⊕ I1 ⊕ · · · ⊕ Im,

where I1, . . . , Im are ideals of R.
Now we prove that with a suitable ideal I ⊂ R we have

I1 ⊕ · · · ⊕ Im ∼ R
m−1 ⊕ I.

For this purpose it suffices to show that for any pair J1, J2 of ideals of R
there exists an ideal J such that J1 ⊕ J2 ∼ R ⊕ J . First we show that there
is an ideal J ′1 of R which is isomorphic to J1 as an R-module, and satisfies
(J ′1, J2) = R. Choose A ⊂ R so that the ideal J1A = aR is principal and
(A, J2) = R, which is possible according to Corollary 6 to Proposition 1.14.
Write A =

∏t
i=1 P

ai
i , and choose b ∈ R so that for i = 1, 2, . . . , t one has
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b ∈ P aii \ P
ai+1
i

and b ≡ 1 (mod J2). Then bR is divisible by A, hence we may write bR = AJ ′1
with some ideal J ′1, relatively prime to J2. Finally we get

aJ ′1 = J1AJ
′
1 = bJ1,

which shows that J1 ∼ bJ1 = aJ ′1 ∼ J
′
1, as required.

Now consider the exact sequence

0 −→ J ′1 ∩ J2 −→ J
′
1 ⊕ J2 −→ J

′
1 + J2 −→ 0.

Since the ideals J ′1 and J2 are relatively prime, Proposition 1.13 (ii),(iii) shows
that this sequence can be written as

0 −→ J ′1J2 −→ J
′
1 ⊕ J2 −→ R −→ 0,

and the projectivity of R implies finally

J1 ⊕ J2 ∼ J
′
1 ⊕ J2 ∼ R⊕ J

′
1J2

as asserted. As we have seen above, this establishes the theorem. �

Corollary. Every non-zero finitely generated and torsion-free module over
a Dedekind domain is projective.

Proof : Follows from the theorem, Proposition 1.33 and the Corollary to
Proposition 1.36.

2. Now we shall consider the question of uniqueness of the direct summands
occurring in Theorem 1.32. Since the torsion submodule A is clearly unique,
we may assume that our module is torsion-free.

Theorem 1.39. If R is a Dedekind domain and M1, M2 are torsion-free
R-modules written in the form

M1 = I1 ⊕ · · · ⊕ Im, M2 = J1 ⊕ · · · ⊕ Jn,

where Ii, Ji are fractional ideals of R, then M1 and M2 are isomorphic if
and only if m = n, and with a suitable element a of the field K of quotients
of R one has

I1 · · · Im = aJ1 · · ·Jn.

Proof : The sufficiency of the condition given was already established in the
last part of the proof of the preceding theorem. To prove its necessity assume
that the modules M1 and M2 are isomorphic. The embedding of R in K
induces an embedding of M1 in K

m and of M2 in K
n, and obviously M1
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spans Km and M2 spans K
n. The isomorphism of M1 onto M2 extends to a

K-isomorphism of the spanned spaces, and so m = n.
To prove the remaining part of the theorem we assume that all ideals Ii,

Ji contain the ring R. In fact, if I is one of those ideals, then with a suitable
non-zero a in K we have, say, R ⊂ aI = I ′. The mapping x → ax shows that
I ∼ I ′, whence

M1 ∼ I
′
1 ⊕ · · · ⊕ I

′
m, M2 ∼ J

′
1 ⊕ · · · ⊕ J

′
m.

If we prove the theorem in this case, then we shall have I ′1 · · · I
′
m = cJ

′
1 · · · J

′
m

with some c ∈ K, and this obviously implies the equality I1 · · · Im =
dJ1 · · · Jm with a suitable d ∈ K.
Now let f be an isomorphism of M1 onto M2, and let fr be its restriction

to Ir. If 1r ∈ Ir is the unit element of R, then denote its image fr(1r) by
[ar1, . . . , arm], with ari ∈ Ji (i = 1, 2, . . . ,m). We shall establish the equality

Js = a1sI1 + · · ·+ amsIm (s = 1, 2, . . . ,m).

Note first that if a, x and ax all lie in Ir, then fr(xa) = xfr(a). Indeed, if
x = A/B with A,B ∈ R, then

Bfr(ax) = Bfr(aA/B) = fr(aA) = Afr(a),

hence

fr(xa) =
A

B
fr(a) = xfr(a).

If we denote by ps the projection of M2 onto Js, then in view of

f([x1, . . . , xm]) =
m∑
i=1

fi(xi) =
m∑
i=1

xifi(1i),

we obtain the following chain of equalities:

m∑
i=1

aisIi =

{
m∑
i=1

aisxi : xi ∈ Ii

}

={ps(f1(11)x1 + · · ·+ fm(1m)xm) : xi ∈ Ii}

={ps(f([x1, . . . , xm])) : xi ∈ Ii} = Js.

Now, if C = det[aij ] =
∑
P sgnP ·AP is the expansion of the determinant

of [aij ], then, multiplying all the equalities just obtained, we get

J1 · · ·Jm =
m∏
s=1

m∑
i=1

aisIi =
∑
P

AP I1 · · · Im + · · · ,

which implies ∑
P

AP I1 · · · Im ⊂ J1 · · · Jm.
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From this we shall now deduce the inclusion CI1 · · · Im ⊂ J1 · · · Jm. Let
P be any permutation of m letters, and let xi ∈ Ii for i = 1, 2, . . . ,m. If

yi =

{
sgnP · x1 for i = 1,
xi for i = 2, . . . ,m,

then

AP y1 · · · ym = sgnP ·APx1 · · ·xm ∈ AP I1 · · · Im ⊂ J1 · · · Jm,

and so the sum ∑
P

sgnP ·APx1 · · ·xm,

which equals Cx1 · · ·xm, lies in J1 · · · Jm.
If we now exchange the roles ofM1 andM2, we get C1J1 · · ·Jm ⊂ I1 · · · Im,

where C1 is the determinant of the matrix [bij ] defined by

gr(er) = [br1, . . . , brm],

where er ∈ Jr is the unit element of R, and gr is the restriction of g, the
mapping inverse to f , to Jr. One sees easily that the matrices [aij ] and [bij ]
are inverses of each other, and so CC1 = 1, which at once implies the equality
I1 · · · Im = C1J1 · · · Jm. �

Corollary. If A,B are ideals in a Dedekind domain R, and M is a finitely
generated torsion-free R-module such that A⊕M and B⊕M are isomorphic,
then A and B are isomorphic.

Proof : Theorem 1.32 implies that M ∼ Rn ⊕ I with a certain n ≥ 0 and an
ideal I of R, therefore

A⊕Rn ⊕ I ∼ B ⊕Rn ⊕ I,

and it suffices to apply Theorem 1.39. �

3. To conclude the study of finitely generated modules over Dedekind do-
mains we shall now consider torsion modules, and start with the case of a
principal ideal domain.

Proposition 1.40. If R is a principal ideal domain and M is a finitely
generated non-zero torsion R-module, then for some n ≥ 1 there exist ideals
I1, . . . , In of R such that

M ∼
n⊕
j=1

R/Ij .

Proof : For any non-zero prime ideal P of R denote by M(P ) the submodule
of M consisting of all elements of M which are annihilated by some power of
P , i.e.
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M(P ) = {m ∈M : P rm = 0 for a certain r ≥ 1}.

Since R is a principal ideal domain we have equivalently

M(P ) = {m ∈M : πrm = 0 for a certain r ≥ 1},

where π is a generator of P . First we show that M =
⊕
P M(P ), where P

runs over all prime ideals of R. Let m ∈M be non-zero, and let

Ann(m) = {r ∈ R : rm = 0}

be its annihilator . It is a non-zero ideal, hence we can find irreducible ele-
ments π1, . . . , πs generating distinct prime ideals, and also exponents αi ≥ 1
(i = 1, 2, . . . , s) so that Ann(m) = πα11 · · ·π

αs
s R. Since R is a principal ideal

domain, and the elements

ρj = (π
α1
1 · · ·π

αs
s )π

−αj
j (j = 1, 2, . . . , s)

do not have a non-unit common divisor, thus we may find t1, . . . , ts in R
satisfying

∑s
i=1 tiρi = 1. This implies

m =
s∑
i=1

tiρim ∈
s∑
i=1

M(πiR),

because ρim is annihilated by π
αi
i . This shows thatM =

∑
P M(P ), but since

only the zero element can be annihilated by two relatively prime elements,
the sum

∑
P M(P ) is direct, andM =

⊕
P M(P ) follows. Since the Corollary

to Proposition 1.2 implies that M is a Noetherian module, there can be only
finitely many non-zero terms M(P ) in the sum in question.
It follows that it suffices to consider modules of the form M(P ) with a

suitable prime ideal P . Note that for such modules M their annihilator

Ann(M) =
⋂
m∈M

Ann(m)

must be a power of P , because Ann(m) is a power of P for non-zero m ∈M .
Therefore, let Ann(M) = πtR, where π is a generator of P and t ≥ 1. Let
m1, . . . ,mn be a set of generators of M . We use induction in the number
n of generators. If n = 1, then M is an epimorphic image of R, and hence
M ∼ R/I with a suitable ideal I of R. Assume now that our assertion holds
for all modules having at most n−1 generators. Obviously at least one of the
generators mi satisfies Ann(mi) = π

tR, and we may assume that this holds
for i = n. The factor-module M/mnR has less than n generators, whence we
may write

M/mnR =
s⊕
i=1

f(xi)R,

where x1, . . . , xs are suitable elements ofM , and f :M −→M/mnR denotes
the natural map. Put Ann(f(xi)) = π

riR (i = 1, 2, . . . , s). Then ri ≤ t
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and with suitable ki ≥ 0 and ai ∈ R \ πR we have πrixi = πkiaimn (i =
1, 2, . . . , s).
Because of

0 = πtxi = π
t−ri+kiaimn

we infer that ki ≥ ri. Putting yi = xi−πki−riaimn, we obtain πriyi = 0 and
f(yi) = f(xi). This gives

Ann(f(xi)) = π
riR ⊂ Ann(yi) ⊂ Ann(f(yi)) = Ann(f(xi)),

thus Ann(f(yi)) = Ann(yi). It follows that the restriction of the map f to
yiR is an isomorphism for i = 1, 2, . . . , s, and because of

f(y1R+ · · ·+ ysR) =M/mnR =
s⊕
i=1

f(yi)R

f maps y1R + · · · + ysR isomorphically onto
⊕s
i=1 f(yi)R, and so the sum∑s

i=1 yiR is direct. This leads to

M = mnR⊕
s⊕
i=1

yiR,

and applying the inductional assumption we arrive at our assertion. �

Using the proposition just proved, we can now describe all finitely genera-
ted torsion modules over a Dedekind domain. It turns out that their structure
is not more complicated than in the case of a principal ideal domain.

Theorem 1.41. If R is a Dedekind domain and M a non-zero finitely ge-
nerated and torsion R-module, then there exist ideals I1, . . . , In of R such
that

M ∼
n⊕
j=1

R/Ij .

Proof : The set I = {r ∈ R : rm = 0 for all m ∈M} is a non-zero ideal in
R, and we can regard M as an R/I module via

r (mod I) ·m = rm (r ∈ R,m ∈M).

Write

I =
t∏
j=1

P
αj
j

with distinct prime ideals P1, . . . , Pt and αj ≥ 1. Theorem 1.15 implies

R/I ∼
t⊕
j=1

R/P
αj
j ,
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and to utilize this decomposition we need the following auxiliary result:

Lemma 1.42. If a commutative ring S with unit e is a direct sum of its
subrings Sj (with units ej)

S =
t⊕
j=1

Sj ,

then every S-module M can be written in the form

M =
t⊕
j=1

Mj ,

where M1, . . . ,Mt are S-modules, and for i �= j and si ∈ Si we have siMj =
0.

Proof : Clearly we have e = e1 + · · ·+ et. Put Mj = ejM for j = 1, 2, . . . , t.
Then for i �= j and s ∈ Sj we have sMi = 0. Since for a in M

a = e1a+ · · ·+ eta (1.7)

and eja ∈M , the sum of the modules Mj equals M , and it remains to show
that this sum is direct, i.e., the decomposition (1.7) is unique. This can be
seen in the following way: if a = m1+ · · ·+mt with mi ∈Mi (i = 1, 2, . . . , t),
then mi = eixi for suitable xi ∈Mi, thus

eja =
t∑
i=1

ejmi =
t∑
i=1

ejeixi = e
2
jxj = ejxj = mj ,

hence our decomposition coincides with (1.7). �

We apply the lemma for S = R/I, Sj = R/P
αj
j , and obtain the equality

M =
t⊕
j=1

Mj ,

where each Mj can be regarded as an R/P
αj
j -module, and for i �= j one has

(R/P
αj
j )Mi = 0.
To conclude the proof it is sufficient to show that every finitely generated

R/Pα-module N (where P is a prime ideal of R and α ≥ 1) is isomorphic
to the direct sum

⊕t
j=1R/P

βj with a certain t ≥ 0 and 1 ≤ βj ≤ a. If RP
denotes the valuation ring induced by the P -adic valuation, then by Propo-
sition 1.27 (iv) the rings R/Pα and RP /(PRP )

α are isomorphic. Thus N
becomes an RP -module with the property (PRP )

αN = 0. Since by Theorem
1.26 RP is a principal ideal domain, Proposition 1.40 is applicable, and we
see that
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N ∼
t⊕
j=1

RP /Ij

with suitable ideals Ij of RP . Theorem 1.26 implies that each Ij is a power
or PRP , and owing to (PRP )

αN = 0 we must have Ij = (PRP )
βj with

1 ≤ βj ≤ α. Since R ⊂ RP , we can regard RP /Ij as an R-module, and
since the ring-isomorphism of R/Pβj and RP /(PRP )

βj is also an R-module
isomorphism, we obtain finally

N ∼
t⊕
j=1

R/Pβj ,

as asserted. �

4. We conclude this chapter with the introduction of the notion of the class-
group of a Dedekind domain, which will play an important role in the sequel.
Its definition is based on the following simple result:

Proposition 1.43. If R is a Dedekind domain and I1 ∼ I2, J1 ∼ J2 are two
pairs of its fractional ideals, which are isomorphic as R-modules, then the
products I1J1 and I2J2 are also isomorphic.

Proof : Since obviously I1⊕J1 ∼ I2⊕J2, Theorem 1.39 implies the existence
of a non-zero a ∈ K, the field of fractions of R, such that I1J1 = aI2J2, and
this shows that the map x → ax of I2J2 onto I1J1 is an isomorphism. �

This proposition implies the compatibility of the multiplication of ideals
with the partition of all fractional ideals into classes of isomorphic ideals,
and so permits us to define a multiplication in the set of these classes in
the following way: if c(I), c(J) are classes containing I and J , respectively,
then their product is defined by c(I)c(J) = c(IJ). This induces a semigroup
structure in the set of classes, but one sees easily that it is in fact a group
structure, because the existence of inverses is implied by the invertibility of
fractional ideals.
The resulting group is called the group of ideal classes of R, or simply

the class-group of R, and is usually denoted by H(R). If it is finite, then the
number of elements of H(R) is called the class-number of R and denoted by
h(R).
For further reference we point out a simple result:

Proposition 1.44. Every class of ideals contains an ideal of R.

Proof : If I is a fractional ideal and c ∈ R is non-zero and satisfies cI ⊂ R,
then I and cI lie in the same class. �
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The importance of the class group is explained by the following result:

Theorem 1.45. If R is a Dedekind domain, then the following statements
are equivalent:

(i) H(R) is the trivial group, i.e., h(R) = 1,

(ii) R is a principal ideal domain (PID),

(iii) R is a unique factorization domain (UFD).

Proof : If H(R) is trivial, then every non-zero ideal of R is isomorphic to R
as an R-module, hence has the form aR with a certain non-zero a ∈ R, This
establishes the implication (i)→ (ii). The implication (ii)→(iii) being clear,
assume that R is a unique factorization domain. We show first that every
irreducible element of R (i.e., a non-zero and non-invertible element which
does not have proper divisors) generates a prime ideal. If a is irreducible and
aR = P1 · · ·Ps with s ≥ 2, then by Corollary 5 to Proposition 1.14 we get

Pi = aiR+ biR = (aiR, biR) (i = 1, 2, . . . , s)

with suitable ai, bi ∈ R. For every i we have either a � ai or a � bi, and we may
assume that a � ai holds for i = 1, 2, . . . , s. However, a1 · · · as ∈ P1 · · ·Ps =
aR, thus a divides the product a1 · · · as without dividing any of its factors,
which is impossible for an irreducible element in a UFD.
This shows that irreducible elements generate prime ideals. If H(R) were

non-trivial, there would exist at least one non-principal prime ideal, say P ,
because otherwise all ideals would be principal. Write P = (aR, bR) with
suitable a, b ∈ R, and factorize a into irreducibles, say a = a1 · · · ar. Since
the ideals aiR are prime, it follows that for a certain i we have aiR = P , thus
P is principal, contrary to our assumption. This establishes the implication
(iii)→(i). �

1.4. Notes to Chapter 1

1. The theory of Dedekind domains was created as a generalization of results
concerning rings of integers in finite extensions of the rationals, obtained
mainly by Dedekind [71]. It was observed already by Dedekind and H.Weber
[82] that many of these results apply also to the rings of integral elements in
function fields. However, the general theory had to wait for the introduction
of abstract methods and concepts into algebra. In fact, the definition of an
abstract ring, in the form used today, appears for the first time in Fraenkel
[16], and the definition of an abstract field is not much older (Steinitz [10]).
The role of the ascending chain condition for ideals (the Noether condi-

tion) for the theory of commutative rings was emphasized by Noether [21].
She obtained the fundamental results for Noetherian rings, generalizing many




