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Preface

State space methods and unobserved component models are important in a
wide range of subjects, including economics, finance, environmental science,
medicine and engineering. The conference ‘State space and unobserved com-
ponent models’, part of the Academy Colloquium programme of the Royal
Netherlands Academy of Arts and Sciences, held in Amsterdam from
29 August to 3 September, 2002 brought together researchers from many
different areas, but all pursuing a common statistical theme. The papers
selected for this volume will give people unfamiliar with state space models
a flavour of the work being carried out as well as providing experts with
valuable state-of-the-art summaries of different topics.
The conference on state space methods afforded an ideal opportunity to

honour Jim Durbin. Jim has been an active researcher in statistics for over
fifty years. His first paper, published in 1950, set out the theory of what was
to become known as the Durbin–Watson test. He subsequently published
in many other areas of statistics, including sampling theory and regression,
but over the last fifteen years or so his attention has again been focussed
on time series, and in particular on state space models. A steady stream of
work has appeared, beginning with the study of the British seat belt law
with Andrew Harvey and culminating in the book with Siem Jan Koopman.
It is entirely fitting that the first article in the volume should be by Jim. His
clear and lucid style has been an inspiration to generations of students at the
London School of Economics – including all three editors of this book – and
his paper provides an ideal introduction to unobserved components models.
We write some words about Jim’s career at the end of this Preface.
The introductory section of the book has two other papers. The first,

by Peter Whittle, explores various aspects of the structure of state space
models, particularly as they pertain to decision making, from a control
engineering perspective. The second, by Simon Maskell, is an introduction

vii
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viii Preface

to the use of particle filtering for readers who are familiar with Kalman
filtering. Particle filters have proved of enormous value in dealing with non-
linear state space models. The potential for using particle filters in areas
such as economics and finance is well illustrated by the contribution made
by Jonathan Stroud, Nicholas Polson and Peter Müller in the applications
section of the book.
The second section deals with testing. Katsuto Tanaka’s article is on the

use of wavelet-based methods in the estimation of long memory models with
additive noise. Like particle filters, wavelets have had significant impact on
the engineering literature and it is interesting to see whether they are able to
help in the statistical treatment of an unobserved component model. Andrew
Harvey’s article brings together various tests concerning cycles. Many of the
test statistics are linked by the Cramér–von Mises distribution, a distribution
that also plays an important role in the paper by Ted Anderson and Michael
Stephens. They examine some goodness-of-fit statistics, a field to which Jim
Durbin has made major contributions.
The third section contains two papers on Bayesian inference and one

on the bootstrap. Sylvia Frühwirth-Schnatter provides the first systematic
treatment of the effect of parameterising state space models on the effective-
ness of Markov chain Monte Carlo algorithms. The econometricians Gary
Koop and Dale Poirier carefully study a Bayesian treatment of a spline
model, focusing on the effect of priors on hyperparameters and initial values
of states. David Stoffer and Kent Wall provide a survey of the recent work
on the use of bootstrap to provide accurate classical inference on state space
models.
The last section contains applications. The papers by Ole Barndorff-

Nielsen, Bent Nielsen, Neil Shephard and Carla Ysusi and by Stroud et al.
both deal with stochastic volatility, a key area in financial econometrics.
Eric Zivot, Jeffrey Wang and Siem Jan Koopman provide details of a port
of SsfPack to S-PLUS as part of the S+FinMetrics module. SsfPack is
a library of flexible functions for routine Kalman filtering, smoothing and
simulation smoothing for general Gaussian, linear state space models. They
are sufficiently flexible that they can also be used as components in the
analysis of various non-Gaussian and nonlinear models when combined with
importance sampling or Markov chain Monte Carlo techniques. The authors
illustrate some of the possibilities with applications of state space meth-
ods in finance and macroeconomics. William Bell’s paper is on regression
component models, with particular emphasis on applications within the US
Bureau of the Census. Finally, Richard Durbin, Jim’s son, shows how hidden
Markov chains can be used to find genes in the human genome.
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Preface ix

About the conference

The editors of this volume, with the support of the Royal Netherlands
Academy of Arts and Sciences, organised the conference ‘State space and
unobserved component models’ at the end of summer 2002 (29 August–3
September). The venue was ‘Het Trippenhuis’ in the centre of Amsterdam.
The conference focused on the following topics:

• modern computing tools for nonlinear and non-Gaussian models;
• unobserved components: estimation and testing;
• signal extraction and dynamic factor models;
• methods for official statistics;
• applications in areas like biostatistics, economics, engineering and finance.

The first part of the conference (the Academy Colloquium, 29–31 August)
was designed as a workshop for about fifty invited researchers in the field.
The participants and the programme of the Colloquium are listed below.
The second part was the Masterclass that was attended by an international
audience of more than 100 researchers and Ph.D. students. The programme
of the masterclass is also presented.
We were delighted that many participated in this conference by presenting

a paper on a topic related to the overall theme of the conference or by
discussing papers or by attending the conference. A selection of the papers

Conference participants

T.W. Anderson, Stanford University

Richard T. Baillie, Michigan State University

William R. Bell, Statistical Research Division, US Bureau of Census

Charles S. Bos, Free University Amsterdam

Fabio Busetti, Bank of Italy, Rome

Richard A. Davis, Colorado State University

Herman van Dijk, Erasmus University Rotterdam

Arnaud Doucet, University of Cambridge

Catherine Doz, University of Cergy-Pontoise, France

J. Durbin, London School of Economics

Richard M. Durbin, Sanger Centre, Cambridge

Cristiano A.C. Fernandes, Pontificada Universidad Catolica, Rio de Janeiro

David F. Findley, Statistical Research Division, US Bureau of Census

Sylvia Frühwirth-Schnatter, Johannes Kepler University, Linz

Andrew C. Harvey, University of Cambridge

Richard H. Jones, University of Colorado

Genshiro Kitagawa, Institute of Statistics and Mathematics, Tokyo

Gary Koop, University of Leicester
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xii Preface

is included in this volume. We would particularly like to thank those scholars
who helped us to referee these papers.

About Professor James Durbin

James Durbin was born 1923 in England. He was educated at St John’s Col-
lege, Cambridge. From 1950 he worked at the London School of Economics
and Political Science (LSE) until his retirement in 1988; he remains an Emer-
itus Professor of Statistics there. He visited research institutions in many
corners of the world during his period at the LSE and after his retirement.
His research areas include serial correlation (13 publications), time series
(>30), sample survey methodology (9), goodness-of-fit tests and sample dis-
tribution functions (13) and probability and statistical theory (20). He was
deputy editor of Biometrika (1962–4) and associate editor of Biometrika
(1960–2, 1964–7), Annals of Statistics (1973–5) and Journal of the Royal
Statistical Society, Series B (1978–81).
He was the President of the Royal Statistical Society for the period 1986–

7 and the President of the International Statistical Institute for the period
of 1983–5. Further, he is a Fellow of the Econometric Society (since 1967),
the Institute of Mathematical Statistics (since 1958) and the American
Statistical Society (since 1960). In 2001 he became a Fellow of The British
Academy.
More details about the career of Professor Durbin can be found Econo-

metric Theory (1988, volume 4, issued) in which the interview with Professor
J. Durbin by Professor Peter C. B. Phillips was published. His publications
between 1950 and 1988 are listed at the end of the interview. Below we
report his publications from 1988 onwards.

Publications of Professor James Durbin since 1988

(i) Statistics and statistical science (presidential address). Journal of the
Royal Statistical Society, Series A, 150, 177–191, 1988.

(ii) Is a philosophical consensus for statistics attainable? Journal of Econ-
ometrics, 37, 51–61, 1988.

(iii) Maximum likelihood estimation of the parameters of a system of
simultaneous regression equations. Econometric Theory, 4, 159–170,
1988.

(iv) A reconciliation of two different expressions for the first passage den-
sity of Brownian motion to a curved boundary. Journal of Applied
Probability, 25, 829–832, 1988.
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(v) First passage densities of Gaussian and point processes to general
boundaries with special reference to Kolmogorov–Smirnov tests when
parameters are estimated. Proceedings of First World Conference of
the Bernoulli Society, Tashkent, USSR, 1988.

(vi) Extensions of Kalman modelling to non-Gaussian observations.
Quadermi di Statistica e Mathematica applicata, 12, 3–12, 1990.

(vii) The first passage density of the Brownian motion process to a curved
boundary. Journal of Applied Probability, 29, 291–304, 1992.

(viii) On a test of serial correlation for regression models with lagged depen-
dent variables. The Art of Statistical Science, edited K. V. Mardia,
pp. 27–32, New York: Wiley, 1992.

(ix) Optimal estimating equations for state vectors in non-Gaussian and
nonlinear state space time series models. Selected Proceedings of
Athens, Georgia, Symposium on Estimating Functions. Edited
I. V. Basawa, V. P. Godambe and R. L. Taylor, 1997.

(x) (with S. J. Koopman) Monte Carlo maximum likelihood estimation
for non-Gaussian state space models. Biometrika, 84, 669–684, 1997.

(xi) (with B. Quenneville) Benchmarking by state space models. Interna-
tional Statistical Review, 65, 23–48, 1997.

(xii) (with J. R. Magnus) Estimation of regression coefficients of interest
when other regression coefficients are of no interest. Econometrica,
67, 639–643, 1999.

(xiii) The state space approach to time series analysis and its potential for
official statistics (The Foreman Lecture). Australian and New Zealand
Journal of Statistics, 42, 1–23, 2000.

(xiv) (with S. J. Koopman) Time series analysis of non-Gaussian observa-
tions based on state space models from both classical and Baysian
perspectives (with discussion). Journal of the Royal Statistical Soci-
ety, Series B, 62, 3–56, 2000.

(xv) (with S. J. Koopman) Fast filtering and smoothing for multivariate
state space models. Journal of Time Series Analysis, 21, 281–296,
2000.

(xvi) (with S. J. Koopman) Time Series Analysis by State Space Methods.
Oxford: Oxford University Press, 2001.

(xvii) (with S. J. Koopman) A simple and efficient simulation smoother for
state space time series analysis. Biometrika, 89, 603–616, 2002.

(xviii) (with S. J. Koopman) Filtering and smoothing of state vector for
diffuse state space models. Journal of Time Series Analysis, 24, 85–
98, 2003.
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